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8 Multiband Imaging Photometer for SIRTF (MIPS)
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8.1 MIPS Instrument Description

8.1.1 Overview

8.1.1.1 WHAT IS MIPS?
The Multiband Imaging Photometer for SIRTF (MIPS) provides the Space Infrared Telescope Facili ty
with capabiliti es for imaging and photometry in broad spectral bands centered nominally at 24, 70,
and 160 µm, and for low-resolution spectroscopy between 52 and 99 µm.  The instrument contains 3
separate detector arrays each of which resolves the telescope Airy disk with pixels of size λ/2D or
smaller. The two shorter wavelength bands provide roughly 5 arcminute square fields of view (FOV);
the 160 µm array projects to the equivalent of a 0.5 by 5 arcmin FOV and fill s in an image by
multiple exposures.  The 70 µm array has a narrow FOV/higher magnification mode, and is also used
in a spectroscopic mode.

MIPS will advance our knowledge of the far-IR universe by providing the abili ty to make
measurements of unprecedented sensitivity and spatial resolution.   Although the design of MIPS was
optimized around the four defining science themes for SIRTF, its capabiliti es were also established
from a very general perspective and it should be well suited to a broad variety of investigations.

8.1.1.2 TECHNICAL OVERVIEW

MIPS employs three distinct array detectors (1282 Si:As BIB; 322 Ge:Ga; 2x20 stressed Ge:Ga) to
provide high-sensitivity, low-noise, diffraction-limited performance from roughly 20µm to 180µm.
The short-wavelength Si:As array is combined with a permanent filter to give a bandpass from 20.8 to
26.1µm with an effective wavelength of 23.8µm.  The Ge:Ga array is combined with a filter to give a
bandpass from 61 to 80µm with an effective wavelength of 72µm for imaging.  This array can also be
used in conjunction with a slit and grating to provide low-resolution (λ/∆λ ≈ 20) spectroscopy from
55 – 96µm in Spectral Energy Distribution (SED) mode.  The 2x20 stressed Ge:Ga array is combined
with a permanent filter to give a bandpass from 140 to 174µm with an effective wavelength of
156µm.  The pixel size for all 3 arrays is roughly λ/2D to sample the telescope Airy pattern fully. In
addition, a fine pixel scale/narrow FOV can be selected for use with the 70µm band to provide higher
spatial resolution than is possible with the nominal pixel scale, but at a somewhat degraded
sensitivity.  Selection between the various bands and modes of operation is accomplished through the
cryogenic scan mirror, which deflects incoming light into the desired optical path.  The scan mirror is
also used for image motion compensation during mapping operations, and provides chopping between
source and sky to improve the accuracy of the MIPS long wavelength photometry.
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8.1.2 Optics

8.1.2.1 MIPS SPATIAL AND SPECTRAL RESOLUTION, AND FIELDS OF VIEW

Figure 8.1 schematically ill ustrates the physical layout of the major optical elements (24µm Si:As,
70µm Ge:Ga, and 160µm stressed Ge:Ga focal plane arrays (FPAs), movable scan mirror, and fixed
mirrors and grating) within the MIPS cold assembly.   The central axis of SIRTF and the telescope
focal plane are to the right in this view. Two plane mirrors in the telescope focal plane deflect light
into the instrument where it is reflected back by 2 mirrors to form pupils at the two facets  of the
Cryogenic Scan Mirror Mechanism (CSMM).  The CSMM provides chopping at about 0.1Hz, linear
ramp motions, and also deflects the light into the desired optical train.  Light is simultaneously sent
into the 3 wide-field optical trains, or into the 70µm narrow FOV train, or into the 52 – 99µm
spectral/SED optical train.

The telescope Point Spread Function (PSF) size (≈ λ/D) is 5.7” , 17” , and 38” full width at half
maximum, at 24, 70 and 160 µm respectively.  To achieve adequate sampling of the PSF for accurate
photometry and for super-resolution imagery (to be produced via post-processing), a pixel size is
required somewhat finer than the conventional Nyquist limit of λ/2D.  This criterion is met by the
wide-FOV pixels of the 24µm and 160µm arrays, which have angular sizes of 2.45” and 15.8”
respectively.   The pixels of the 70µm array are somewhat larger than optimal in the wide-FOV mode,
having an angular size of 9.9” .  This pixel scale was chosen to provide the highest possible 70µm
sensitivity given the expected rate of cosmic ray hits, at the cost of some spatial resolution.  In the
narrow-FOV mode the 70µm array pixels have an angular size of 4.9” , small enough to provide
excellent performance for photometry and super-resolution, but at the cost of losing some sensitivity.

Figure 8.1: Schematic diagram of
the MIPS optical train, detectors
(Focal Plane Arr ays –FPAs), and
optical paths.  Two mirr or facets
are attached to the Cryogenic Scan
Mirr or M echanism (CSMM): one
mir ror feeds the 70µµm optical train
(normal FOV, narr ow FOV, and
spectrometer /SED), while the
second mir ror feeds both the 24µµm
and 160µµm optical trains.  The
CSMM provides chopping and one-
dimensional dithering for all 3
arr ays as well as selecting among
the var ious bands and modes.
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In wide-FOV mode all three arrays simultaneously view non-overlapping fields on the sky. The 24µm
and 70µm arrays have >5 arcminute square fields of view separated by roughly 8 arcminutes.  In a
single pointing the 160µm array views two 5.3 arcminute by 15.8 arcsecond strips separated by a 15.8
arcsecond wide dead strip giving a 5.3 x 0.75 arcminute unfill ed FOV. The central dead strip of the
160µm array will be fill ed by taking images at interleaved scan positions.  Basic parameters of
interest for planning imaging observations with MIPS are summarized in Table 8.1.

Table 8.1.  MIPS Pr incipal Optical Parameters

Band Mode Array
Format

Pointed
FOV

(arcmin)

Pixel
Size

(arcsec)

λ(µm) F/# ∆λ(µm),
(SED:

µm/pixel)

24µm Imaging 128x128 5.2 x 5.2 2.45 23.8 7.4 4.7

70µm Survey 32x32 5.3 x 5.3 9.9 72 18.7 19

70µm Narrow FOV 32x32 2.6 x 2.6 4.9 72 37.4 19

70µm SED 32x24 3.8 x 0.32+ 9.9 55 – 96♦ 18.7 1.7

160µm Imaging 2x20 5.3 x 2.1* 15.8 157 46 35
+ Slit width is 2 pixels, slit l ength is 24 pixels.
♦Spectral range at ½ response level. Full useful range is ≈ 53 – 100 µm , dispersed across ~ 28 pixels.
* Includes scan motion required to sample PSF fully. Single frame FOV is 5.3 x 0.5 arcminutes.

The SED slit i s offset with respect to the array such that an 8x32 portion of the array is unill uminated
in SED mode, and serves to provide a dark measurement for the 70µm array. The other two arrays can
be put in the dark by suitable positioning of the scan mirror. In principle, such positioning would
suff ice at 70µm, but because of the multiple optical trains in this band, the level of dark would not be
secure. By using the scan mirror to chop the view of an array between its dark position and the sky,
MIPS can measure the total power falli ng on the array.

8.1.2.2 IMAGE QUALITY

MIPS is expected to deliver diffraction limited imaging capabili ty at all three wavelengths due to the
matching of the pixel scales to the width of the SIRTF PSF.  In the wide field of view mode at 70µm
the pixels are slightly too large to achieve λ/2D sampling of the PSF, so observers who are
particularly interested in getting the highest possible spatial resolution at 70µm should utili ze the
narrow field of view (“super resolution”) mode.  In addition, image quali ty at the corners of the 24µm
field of view will be slightly degraded.  Detailed models of the SIRTF PSF, based on the Tiny Tim
PSF model developed for the Hubble Space Telescope, are available from the SIRTF public Web site.
Observers are also referred to section 8.2.2.7 of this manual for more detail on this topic.
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8.1.2.3 MIPS SPECTRAL RESPONSE

The spectral response of the MIPS arrays is given in detail i n the following sections.  Blocking of UV
through near-IR wavelengths is such that for any source which does not grossly saturate the detectors,
no measurable flux will pass through the blocking filter. Blocking will be verified on-orbit by
observing the point-source modulation transfer function of the SIRTF+MIPS optics, and verifying
that only terms corresponding to wavelengths within the spectral bandpasses are present.  A detailed
tracing of the SED mode spectral response will be provided at a later date; basic performance is given
in Tables 8.1 and 8.2.

Spectral Respon se Tracings

Tracings of the response of the three MIPS imaging bands are included as Figures 8.2, 8.3, and 8.4.
Digitized versions of these tracings are available at the SIRTF public web site:

http://sirtf .caltech.edu/.
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Figure 8.4. Response of the 161600µµm band including detector and fil ter spectral response.

Figure 8.3.  Response of the 70µµm band including detector and fil ter spectral response.



153

Respon se Parameters

For many applications, it is convenient to characterize the system spectral response in terms of
standard parameters. The effective wavelengths, Effλ , for the 3 MIPS imaging bands are computed as

where R is the intrinsic spectral response of the detector, T is the spectral transmission of the filter,
and λ is the wavelength.  Basic quantities of the combined detector plus filter spectral response for
each of the bands are tabulated in Table 8.2. Short wavelength blocking has been verified to be
suff iciently effective that signals from a Rayleigh-Jeans spectrum at wavelengths less than one third
the effective wavelength of the filter contribute less than 1% of the total. The response levels in Table
8.2 are given as the product of the filter transmission and spectral responsivity of the arrays, and
therefore have units of responsivity, here defined as signal per Jansky falli ng on the telescope within
the projected area of the pixel.

Table 8.2.  MIPS Spectral Response Summary

Cut-on Wavelengths Cut-off Wavelengths
Band

Effλ

µm

Peakλ

µm

Peak Response

e/sec/mJy 10% 50% 50% 10%

24µm 23.8 21.9 420 20.5 20.8 26.1 28.5

70µm 72 71.9 140 55 61 80 92

SED n/a n/a 25 n/a 55 96 n/a

160µm 156 152 80 129 140 174 184

The spectral response of MIPS in the SED mode was determined pre-flight using test filters and a far-
IR blackbody source. The slit for the Spectral Energy Distribution/spectroscopic (SED) mode is two
pixels wide and 24 pixels long.  The grating disperses the light parallel to the direction of motion of
the scan mirror: CSMM motions are used to switch between object and sky positions, while spacecraft
pointing is used to move the object between positions in the slit . The spectrum is dispersed by a
reflection grating across roughly 24 pixels, and covers the wavelength range from 53 to 96µm, giving
a nominal dispersion per pixel-pair of 3.4µm.  The resultant spectral resolution, λ/∆λ, is 15 at 52µm,
about 24 at 80µm, and at about 25 from 85µm to the long wavelength cutoff . Basic parameters of
interest for SED observations with MIPS are summarized above and in Table 8.1.

( ) ( )
( ) ( )∫

∫=
λλλ

λλλλ
λ

dTR

dTR
Eff
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The conversion of signal to equivalent monochromatic flux at the effective wavelength for the
observation will depend on the slope of the spectrum of the source across the MIPS bands. For the
purposes of comparing sources with differing spectral behavior, the observed fluxes should be color-
corrected.  Such correction is also required to obtain accurate flux densities. In Table 8.3 we tabulate
the color correction for a representative range of source temperatures. The spectral responsivity data
necessary for computing the color correction for sources at other temperatures or with non-blackbody
spectral shapes are available in electronic form from the SIRTF public web site.

Table 8.3.  MIPS Nominal Color Cor rections vs. Source Temperature
Source Temperature (K)MIPS

Band 104 1000 500 300 200 150 100 70 50 30 20

24µm 1.000 0.989 0.977 0.961 0.942 0.927 0.914 0.935 1.036 --- ---

70µm 1.000 0.993 0.985 0.975 0.961 0.947 0.920 0.887 0.854 0.830 0.918

160µm 1.000 0.998 0.996 0.994 0.990 0.987 0.980 0.970 0.958 0.931 0.909

The flux of a source is typically determined relative to calibrator stars using the ratio of the stellar and
source signals.  The nominal flux derived in this manner must be corrected in order to derive the true
monochromatic flux at the effective wavelength for the band by dividing by the appropriate factor in
Table 8.3. The result will be the ‘best estimate’ of the true monochromatic flux of the unknown
source at λeff. The photometric bandwidths of the MIPS filters were selected to make these corrections
modest, except for sources whose blackbody spectral energy distributions peak at wavelengths longer
than the photometric band. In these cases, large corrections are unavoidable; observers measuring
cold objects should take note.
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8.1.3 Focal Plane Detector Arrays

8.1.3.1 24µµM ARRAY

The MIPS 24µm array was developed and furnished to MIPS through the SIRTF InfraRed
Spectrometer (IRS) program. It is a Boeing 128x128 pixel blocked impurity band (BIB) Si:As device
identical to those in the two short wavelength spectrometers of IRS except that the MIPS array has an
anti-reflection coating optimized for the 24µm region. The device has four output ampli fiers, each of
which reads every fourth pixel in a row. That is, the readout is in columns, with an output ampli fier
for each of columns 1, 2, 3, and 4, repeated for columns 5, 6, 7, and 8. The array is described in more
detail by van Cleve et al. (1995) and in Chapter 7 of the Observer’s Manual.  A summary of the
characteristics of the flight array is given in Table 8.4.

Table 8.4.  Si:As BIB Arr ay Performance Character istics

Characteristic

Detective Quantum Eff iciency ~ 60%

Gain (electrons/DN) 5

Departures from Linearity <10%

Inter-pixel Variabilit y + 2%

Spatial Fill Factor ~98%

Well Depth (electrons) ~3 x105

Dark Current (electrons/s) 3

Read Noise (electrons) 27

Droop Coeff icient* 0.32

*See Sections 7.1.3 and 8.1.3.3
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8.1.3.2 GE:GA (70 AND 160µµM) ARRAYS

The 70µm and 160µm arrays both
utili ze traditional galli um doped
germanium extrinsic
photoconductor detector
technology. Because many of the
performance characteristics of the
two arrays are very similar, the
performance of both is discussed
below, after the physical layout of
the two arrays is described.
Differences between the
performance of the two arrays are
pointed out as needed.

70µµm Array Design

The 70µm array is described by Young et al. (1998). Figure 8.5 shows a single 4x32 pixel subarray
module from the 70µm array.  Each row of 32 pixels is fabricated from a single 24mm x 0.5mm x
2mm piece of Ge:Ga.  The 24mm length is divided into 32 pixels by photolithography, yielding a
dimension of 0.75mm x 0.5mm for the ill uminated face of each pixel.  Absorption of photons occurs
over the 2mm depth of  the pixel and is enhanced by a mirror at the back of the pixel that directs
transmitted photons back through the sensitive volume.  Individual rows are separated by spaces of
0.25mm.  Wedge-shaped germanium optical concentrators are placed in front of each row of pixels to
expand the smaller dimension of the pixels to
give essentially complete filli ng of the focal
plane and square pixels.  Each module contains
four readouts, one for each block of 4x8 pixels,
mounted on a multil ayer ceramic electronics
board.  A molybdenum frame secures the
assembly and the cabling.  The vertical
dimension of the frame exactly matches that of
the 4x32 module, allowing 8 of the modules to
be stacked to form the full 32x32 focal plane
array (FPA).

Figure 8.6 is a schematic of the full 32x32 70µm
FPA assembly.  The 8 modules are stacked and
attached to a baseplate.  An additional enclosure
houses electrical connections and connectors for
the camera wiring harness.

Figure 8.5.  70µµm arr ay 4x32 submodule.

Figure 8.6.  Assembled 70µµm focal plane arr ay.
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160µµm Array Design

The 160µm array is described by Schnurr et al. (1998). It also has a modular design. Figure 8.7 shows
a 5-pixel submodule of the 160µm array.  Each pixel of the array is a discrete block of Ge:Ga 0.8mm
x 0.8mm x 1mm in dimension.  The 5 pixels are mounted on an alumina electronics board on 3mm
centers, resulting in a very low intrinsic filli ng factor for this array (see below).  Also attached to the
board are a single readout for the 5 pixels and an array of 5 integrating cavities.

The pixel material normally exhibits
photoconductive behavior only for
wavelengths shortward of 120µm.  To
extend that behavior to longer
wavelengths, the pixels are mechanically
stressed to a level of roughly 50% of the
material strength.  A schematic diagram of
the mechanical assembly used to apply and
maintain that stress is given in Figure 8.8.
The stressing rig contains 2 of the
submodules shown in figure 8.7, oriented
back-to-back, and separated by the central
metal anvil of the rig. Once the
submodules are aligned within the rig,
mechanical pressure is applied to the
pixels individually, literally by the turn of
a screw.  A pressure plate between the tip
of the adjustment screws and the detector
material ensures the even application of force and eliminates the possibilit y of lateral motion of any of
the parts.  The amount of force applied is monitored by measuring the conductivity of the pixels as the
screws are tightened.  Once the appropriate stress level is attained the screws are mechanically
secured to prevent slippage.

Figure 8.9 ill ustrates the final configuration of
the 160µm FPA.  Four of the stress rigs
ill ustrated in Fig. 8.8, each containing 10 pixel
elements, are mounted to the curved upper
surface of a baseplate.  Aff ixed to the top of
each stress rig is a 2 x 5 array of gold plated,
light-concentrating, conical apertures.  These
concentrating cones expand the effective area of
each pixel in the array to 15.8 x 15.8 arcseconds,
and are machined such that each row of 20 has a
filli ng factor approaching 100% in spite of the
considerable inter-pixel space required to

Figure 8.7.  1x5 submodule of the 160µµm ar ray
showing discrete pixel elements, integrating
cavities and readout.

Figure 8.8.  Stressing rig for 160µm array
viewed end-on.
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accommodate the stress rigs and individual integrating cavities.  There is a 15.8 arcsecond wide dead-
strip down the center of the array which is automatically fill ed-in during observations using multiple
exposures and scan mirror motions.

70 µµm and 160 µµm Detector Performance

Table 8.5 summarizes the performance of the Ge:Ga arrays.  The response of the 70µm arrays is
linear to better than 4%.  This high degree of linearity is one of the primary benefits of the capacitive
transimpedence ampli fier (CTIA) readout design of these arrays, as well as the use of the scan mirror
to modulate the signals within the ‘ fast’ response of the detectors (see Detector Behavior, Sect.
8.1.3.3). For the 160µm array the ‘f ast’ and ‘slow’ response times are not as widely separated.
Achieving good linearity will depend on modeling the combined response (models are under
development at the SIRTF Science Center at this time, utili zing instrument test data).  Saturation for
any particular pixel occurs at ≈4 x 105 electrons, and is very abrupt due to the use of the CTIA
readouts. The saturation value given in Table 8.5 is intentionally smaller than this value to allow for
measured pixel-to-pixel variations in responsivity of the arrays, such that an exposure designed using
the nominal responsivity values will not saturate any of the pixels in the arrays. The gain of the
readout electronics is set at 7 electrons/DN.  The detective quantum efficiencies of the 70 and 160µm

Figure 8.9.  Fully assembled 160µµm focal plane arr ay showing 4 stressing r igs,
each containing 2, 1x5 submodules, and showing the photon concentrator cones.
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arrays are 0.18 and 0.15, and their responsivities are 7 and 13 Amps/Watt, respectively. The peak-to-
peak pixel-to-pixel variations in the responsivity of the arrays are about 40% of the average
responsivity.  Intra-pixel variations in responsivity are uncharacterized, but are expected to be
relatively unimportant because the PSF is well sampled.  Such variations may be a greater concern for
the wide FOV mode of the 70µm array, where the pixels are relatively large.  However, in all cases
the high sampling redundancy in the MIPS data will t end to make the effects of these variations
average out. Dead space between pixels is very near zero.

Cross-talk between pixels that receive a radiation hit during an exposure and neighboring pixels is
less than 1%.  The expected fluence of cosmic ray protons at SIRTF ranges from about 2 to 4 cm-2 s-1,
depending on solar cycle. The resulting rate of hits on the large Ge:Ga pixels is high.  The impact of
cosmic ray strikes on data quali ty is minimized  by eliminating cross-talk and by employing a
sophisticated scheme for detecting and removing cosmic ray hits in pipeline-processing of the data.

Table 8.5.  Ge:Ga Arr ay Performance Characteristics

Characteristic 70 µm 160 µm

Detective Quantum Eff iciency 18% 15%

Responsivity (Amps/Watt)
13.7 Peak

6.9 @ 70µm
13

Gain (electrons/DN) 7 7

Departures from Linearity < 4% TBD

Inter-pixel Variabilit y + 40% + 40%

Spatial Fill Factor 98% ~ 98%

Well Depth (electrons)* 2 x105 2 x105

Dark Current (electrons/s) 156 500

Read Noise (electrons) 92 280

Radiation Hit Cross-talk 0.5% <1%

*See discussion in text
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8.1.3.3 DETECTOR BEHAVIOR

Germanium Detectors

All traditional photoconductors, such as the MIPS Ge:Ga unstressed and stressed detectors, show
multiple time constant response. In addition, they can exhibit spontaneous spiking and non-monotonic
response characteristics (the “hook”). These behaviors are indicated qualitatively in Figure 8.10.
Although detailed matching of the theory with observed behavior requires use of numerical

techniques, the main features in Figure 8.10 can be understood readily. The initial rapid response is
due to the generation and recombination of charge carriers in the bulk region of the detector. The
“hook” response arises through dielectric relaxation effects. The initial rapid migration of free
electrons can leave a distribution of charge that reduces the electric field in the bulk and hence
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Figure 8.10. Schematic response characteristics of a bulk photoconductor . The signal
indicated with a solid line increases from zero to a fixed level at t ime t2, as indicated in
(a). The detector response, in (b), shows a var iety of adjustments including “hook”,
spontaneous spiking, and a slow tail as a result of the drastic change in detector
conductivity. The signal indicated with a dashed line is of the same size as the one at t2,
but the detector was already being il luminated at a level comparable with the signal
level, similar to observing a source against a background. The background flux helps
suppress the hook and spike response of the detectors, and lessens the impact of the slow
response on photometry.
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reduces the gain of the detector, resulting in a reduction of response after the initial reaction to the
signal.

The other effects arise at the detector contacts. In the first order theory of photoconductive response, it
is assumed that a charge carrier absorbed at one electrode is “ immediately” replaced by one emitted at
the other to maintain electrical neutrali ty in the detector volume. However, the necessity to emit a
charge carrier to maintain equili brium is only communicated across the detector at roughly the
dielectric time constant (that is, basically the RC time constant of the detector), so in fact the detector
space charge adjusts to a new configuration at this relatively slow rate, not “ immediately.” The result
is the slow response component, lasting tens of minutes up to an hour or more. In addition, at the
contact junction between conductor and semiconductor, large fields are produced by the migration of
charges to reconcile the differing band gap structures. These fields are a result of the required
matching of Fermi levels between the metal contact and the semiconductor detector. To control the
peak fields, it is necessary to produce a ‘graded contact’ by adding dopants through ion implanting to
increase the electrical conductivity in a thin layer of semiconductor just below the metal contact.
Nonetheless, as the ill umination level of the detector is changed, these fields must adjust. During this
process, the field local to a small region near a contact can accelerate charge carriers suff iciently to
impact-ionize impurities in the material, producing a mini-avalanche of charge carriers that appears as
a spike on the output signal.

Care in the manufacture of the contacts for a detector can reduce some of these undesirable effects,
such as spiking. It is also helpful to operate the detector at a constant bias; the CTIA readouts used in
MIPS have this advantage. Spiking and hook response are also reduced by operating the detector at
low gain (i.e., low bias voltage). The fast generation-recombination response of the detectors is not
subject to the problems inherent in the longer term response described above. The scan mirror

modulates the source signal at a fast rate, keeping measurements mostly confined to the fast response
regime. At very low background levels such as those provided by SIRTF, it is possible to extract the
source signal largely from the fast component, thereby mitigating most of the undesirable longer-term

Figure 8.11.  Measured response characteristics of a Ge:Ga detector element  similar to the ones used
in the 70µµm and 160µµm arr ays in M IPS.  Response shows hook and spike characteristics.  The fast-
response por tion utili zed for observations is the steep r ise near abscissa value 20.
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response effects. Figure 8.11 is included to show that the response characteristics of the MIPS
detectors closely follow the qualitative behavior discussed above.

One potential area where the long-timescale behavior of the Ge:Ga arrays may be of concern is in
situations where there is a high background level in the region of sky being observed.  When a
significant background flux falls on the detectors the dielectric time constants are reduced because
background produces a steady state concentration of free charge carriers.  At these background levels,
maintaining calibration depends on detector response modeling that will be carried out at the SIRTF
Science Center.

Sili con Array

The 24 µm sili con BIB array is much better behaved than the photoconductors used for the two far-
infrared channels. The improvement is inherent in the structure of the detector, which separates the
functions of photon absorption and maintaining high detector impedance.  Consequently, the infrared-
active layer is suff iciently heavily doped that it adjusts to new equili brium conditions rapidly and
avoids the ‘ two time constant’ behavior seen with the germanium detectors. The high absorption in
this layer allows it to be small and the cosmic ray hit rate is low. Again because of the high level of
doping, cosmic rays have much less of a tendency to modify the solid state properties of the detector
and thereby to produce the problematical response characteristics of  the germanium devices.

Nonetheless, the sili con array has some non-ideal behavior. Its output signal is subject to ‘droop’
whereby the output for a pixel is proportional to the photon signal that fell on that pixel plus a signal
proportional to the average signal falli ng over the entire array. The MIPS flight array has a droop
coeff icient of 0.32, meaning that 32% of the average integrated charge across the array appears in the
output of every pixel. In addition, after observing a bright source, there is a latent image at the < 1%
level.  The latent images decay very slowly, taking up to ~10 minutes. The droop phenomenon will be
corrected in the calibration pipeline processing, but latent images may leave artifacts in the data
delivered to users.

8.1.3.4 ANNEALING

The response characteristics of the 70 and 160 µm arrays change significantly as cosmic rays cause
the slow buildup of residual charge in the detector material.  These changes in response will be
periodically removed by annealing the arrays, and frequent stimulator flashes are included in the
MIPS observational sequences at a nominal time interval of 2 minutes, in order to monitor such
changes in response.  Experience gained during instrument testing and on orbit may require revision
of the frequency of the stimulator flashes.  The 24 µm array is of a type that shows minor changes
with ionization damage, and calibration with stimulator flashes will be a relatively infrequent event
for that array.

In addition to tracking changes in the response of the Ge:Ga arrays due to ionizing radiation, the
accumulated ionization damage will need to be periodically removed from them. Three methods are
available for erasing the effects of cosmic rays: thermal anneal, bias boost, and photon flood.
Thermal anneal is the most effective technique, but the other two approaches are available in case
they are found to be desireable.  From experience with the ISO detectors, we project that a full
thermal anneal will be required roughly every three hours.  Provision has been made to anneal the
germanium detectors to temperatures of ~7K (70µm array) and ~5K (160µm array) as often as every



163

30 minutes within the instrument power budget. The Si:As focal plane will also include a heater for
annealing by raising its temperature to ~ 20K. However, in this case the operation is expected to be
required only about once per week.

Unlike stimulator flashes, annealing will be a separate operation from normal data taking. For
example, anneals may be performed during slews between pointed observations. Observers should
expect a significant (but well -characterized) change in the calibration properties of the arrays after an
anneal. Although pipeline processing should remove most indications of the change, it is possible that
the signal-to-noise ratio on sources will be affected.

8.1.3.5 CALIBRATION

The built -in stimulators (calibrated light sources) are the heart of maintaining the germanium detector
calibration throughout ground test and on orbit. MIPS has five sets of dually redundant stimulators: 1)
flood stimulator for the 70 µm array; 2) flat field stimulator for the 70µm array; 3) flood stimulator
for the 24 µm array; 4) flat field stimulator for the 24µm array; and 5) flood/flat stimulator for the
160µm array. The flood stimulators will be used exhaustively for calibration purposes.  Flat field
stimulators offer extra redundancy for the flood stimulators, and are designed to provide a method for
monitoring the flat-field of the arrays, although operational flat-fielding will be based on sky flats.
Because the calibration of the germanium detectors is dynamic, the stimulator activity is integrated
with the AOTs and repeated flashes are interleaved with the data. The current plan is to use the 24µm
stimulators sparingly, because we expect this array to maintain its calibration well . However, they can
be used whenever necessary by issuing a separate engineering command.

Stimulator Operation

The stimulators operate on the reverse-bolometer principle. That is, they have an emitter that is
suspended with a small thermal conductance to the cold sink, and an electrical heater that can heat the
emitter above the cold sink temperature. The temperatures attained by the stimulators are set such that
their blackbody emission does not slope strongly across the spectral band of the  array.  This
minimizes concerns regarding color differences between light used for calibration and the light from
sources.

Stimulator Usage in MIPS

The flat field stimulator for the 70 µm array is at the focus of a projector that re-images it onto the
scan mirror, which is at a pupil i n the optical system.  The output can be directed through the wide
field 70 µm imaging optical train or through the SED optical train by suitably positioning the scan
mirror. The projector is required so flat fields can be obtained for imaging and spectroscopic modes
independently (i.e., without light going through both optical trains).  Geometric constraints prevent
light from the flat-field stimulator from being directed into the high-resolution 70µm imaging train.
The 24µm flat field stimulator is located in an integrating cavity and its output is conveyed through a
machined aluminum light pipe to an exit pinhole at a pupil near the array.  The 160µm stimulator is
also in an integrating cavity with a small exit hole in a mirror at a pupil , placed right in front of the
concentrators that convey the light to the detectors. The flat fields obtained using the flat-field
stimulators within MIPS will periodically be calibrated against observations of a uniform region of
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the sky. The flood stimulators at 24 and 70µm are close to the detectors and broadcast light in a less
controlled manner than the flat field stimulators.  They will be used primarily for relative calibration,
while the 160µm stimulator will be used for both calibration and flat fielding.

Calibration Against Celestial Sources

The absolute calibration of MIPS will proceed in two steps. First, we will determine the best possible
calibration at 10.6µm. Second, we will use “standard” stellar spectral energy distributions normalized
to 10.6µm to extrapolate from that wavelength to the MIPS bands. These celestial calibrations will be
used to transfer to the stimulator outputs, so that the arrays can be re-calibrated as necessary without a
requirement for additional observations of celestial sources.

An Anchor at 10.6 µµm

The most accurate absolute calibration near 10 µm is that of Rieke et al. (1985). This work became
the basis for the calibration of IRAS at 12µm, so the IRAS catalogs propagate it to many stars.
However, the fundamental calibrators are best represented in the original paper. Rieke et al. found
that calibrations based on extrapolation of A-star spectra disagreed systematically from those obtained
in a number of other ways. If we discard the A-star estimates (as was also done by Rieke et al.) but
include the other indirect methods that they also discarded, we arrive at fluxes for the three
fundamental calibrators in their system as listed in Table 8.6. A more recent absolute measurement of
α Boo is in agreement with the work of Rieke et al. but has substantially larger errors (Witteborn et
al. 1999). Although not among the Rieke et al., fundamental calibrators, we also include their
estimate for Vega, based on intercomparison with the other calibrators.

M. Cohen and co-workers have published a series of papers presenting calibrated spectral energy
distributions of stars, all based upon extrapolated spectra of Vega and Sirius. They use improved
models for the atmospheres of these stars, which remove the discrepancies noted earlier by Rieke et
al. While their work provides calibrated composite spectra for the stars, here we use only their
monochromatic fluxes at 10.6µm.  In Table 8.6 we compare the Cohen et al. and Rieke et al. flux
calibrations for the three Rieke et al. fundamental calibrators and Vega. Cohen et al. estimate an
overall uncertainty of 3% in their results (Cohen et al. 1996). The Cohen values in Table 8.6 reflect a
0.6% upward revision of their fluxes, as suggested by a recent revision in the calibration of Vega at V
(Megessier, 1998), with an accompanying downward revision of their uncertainty to ~2.5%.

The most important result in Table 8.6 is that the two calibration approaches are in excellent
agreement for all three calibrators (and Vega). Since the quoted errors for both groups are nearly
identical, it is appropriate to take the straight average of the fluxes from the two approaches, and to
assign an rms error of 2% to the result.

Table 8.6.  Flux densities (Jy) of pr imary calibrators at 10.6µµm.
Rieke et al. Cohen et al. Adopted

αα Lyr 35.3 34.6 34.95
α α Boo 655 636 645.5
αα Tau 576 569 572.5
ββ Gem 110 108.6 109.3



165

Extrapolation to the MIPS Bands

To guard against systematic errors, we will use three independent methods to extrapolate the
calibration to the MIPS bands: 1) Solar Analog method; 2) extrapolation with A star atmospheric
models; and 3) extrapolation with semi-empirical models of red giants.

Solar Analogs

Johnson introduced a method of absolute calibration in which direct comparisons of the sun and
calibrated blackbody sources are transferred to a network of “solar analog” stars of type similar to the
Sun. The flux offset between the Sun and these stars is assumed to be equal to their brightness
difference at some readily measured wavelength (e.g., V band). This method has been used by
Campins et al. (1985) and further references can be found there. One unique aspect of the application
of this method to MIPS is that it is the only feasible “direct” calibration, in which the data can be
referred back to a comparison with a calibrated laboratory source at or near the wavelength of interest,
without relying on spectral extrapolation. Calibration using the solar type stars will be accomplished
by using the empirical fit to the measured solar spectrum (Engelke, 1992) to extrapolate solar-type
spectra through the MIPS bands. Because of the small differences in stellar temperature, and the
minimal li ne blanketing in the far infrared, the Engelke approximation should be very accurate.

A-Star Model Atmospheres

A-type stars are popular for extrapolating calibrations because it is believed that their atmospheres are
relatively straightforward to model. They are probably the most reliable way to extend the MIPS
calibration by comparison with theory. The signal to noise achievable on A-star photospheres at
160µm is quite modest in all cases, but such stars can be easily measured at 70µm, and all but Sirius
can be measured at 24µm.

The foundation for this approach is accurate atmospheric models, such as those available for Sirius
and Vega. Vega itself cannot be used as a calibrator because of its bright debris disk, and a
comparison among the measurements of a number of stars will be necessary to identify any with
similar contamination. Fortunately, enough A-type and solar type stars are available to allow us to
reject sources with disk-induced far-IR excesses by simple comparison with the median fluxes of the
ensemble of sources.

Red Supergiants

Red supergiants generally have very complex atmospheres and are not favored for extrapolation of
calibrations. However, in the far-infrared their spectra appear to exhibit simple Rayleigh-Jeans-like
behavior, as shown by the extensive set of composite spectra assembled by Cohen and co-workers.
They are also the only stars whose photospheres can be detected at high signal-to-noise at 160µm.
Thus, the brightest red supergiants will play a criti cal role in the calibration at that wavelength.
Unfortunately these sources will saturate the 24µm array. To cross-calibrate the bright supergiants
with the shorter wavelength A and G star calibration, it will be necessary to observe a group of fainter
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red supergiants at 24µm, and then assume that their spectra are identical to the bright supergiant
spectra for stars of identical spectral type.

Fil ter Blocking

Using normal stars as calibrators imposes severe requirements on the understanding of near-infrared
filter leaks. Leaks will be measured by comparing the beam profiles of observations of asteroids and
stars.  If there are filter leaks, the stellar point spread function will i nclude spatial frequencies
appropriate to the near infrared Airy pattern of the telescope, frequencies which physically cannot be
associated with a true far-infrared signal.  Because the ratio of near-infrared to far-infrared flux is
much lower for asteroids than for stars, near-IR filter leaks will be negligible for the asteroids.
Therefore, a careful comparison of PSFs will reveal and allow us to measure filter leaks.  Spatial
power spectra of the PSFs will clearly separate the two frequency components if they are present
This method is described by Kirby et al. (1994).

Therefore, the fundamental calibration will consist of a measurement of f ilter leaks in each band early
in the mission, plus measurements of a number of candidate calibration stars.  From these data, we
will make a selection of fundamental calibrator star(s).  Thereafter, whenever MIPS is turned on for
observing, a fundamental calibrator star will be observed and compared with measurements taken
using the internal stimulators. A calibrator star will also be observed near the end of observing, just
before MIPS is turned off. The frequent observations of the brightness of the stimulators will t hen be
used as relative calibrators, allowing the instrument response to be referred to the signals from the
celestial standards without actually observing them.

Dark Current

As part of instrument calibration, dark current must be periodically measured for each array.  This
will be done at the beginning and end of each instrument campaign, similar to observations of the flux
calibration stars.  The scan mirror has positions which do not allow light to fall on the arrays, and
these positions will be used, in part, for dark current measurements. The dark current will be
measured immediately after an anneal, before the detector responsivity has had time to change due to
cosmic ray hits.

8.1.4 Combined Electronics

8.1.4.1  HARDWARE

To reduce the cost and mass of the SIRTF spacecraft, much of the electronics required by IRS and
MIPS are shared, including a warm electronics chassis, power supplies, the instrument processor
(RAD6000) and the control and science data interfaces to the spacecraft computer.  The IRS
instrument has four Si focal plane arrays (FPAs) and MIPS relies on the IRS electronics to control and
readout the MIPS Si:As FPA.  The block diagram of the combined electronics shown in Figure 8.12
identifies the MIPS electronics, the IRS electronics, and the common electronics.
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The MIPS/IRS warm electronics are designed to be standby redundant: two identical electronics
boxes are flown. Both boxes are connected to the FPAs and scan mirror in the cold instrument, but
only one box is powered at a time.  Each circuit that is connected to the cold instrument is designed so
that when the circuit is not powered it does not load the signal li ne running from the powered
electronics box to the cold instrument.  To provide further protection from failures, each Ge:Ga FPA
is treated as two independent arrays.  Independent clock and DC voltages are provided for each 16x32
half of the 70 µm FPA as well as each 2x10 half of the 160 µm FPA.

A total of 40 identical analog chains is provided in the MIPS warm electronics for the two Ge:Ga
FPAs: 32 for the 70µm FPA and 8 for the 160µm one.  The cables connecting the FPA outputs to the
MIPS warm electronics are over three meters long.  Since these cables are routed from the 1.5K
instrument out to the 300K warm electronics box, low thermal conductivity wire is used for these
cables.  Each cable contains 24 pairs of twisted pair manganin wire protected by an outer shield; each
output signal is twisted with a complementary ground reference. The total capacitance of the cable, up
to 700pF, must be driven by the array output ampli fiers.  An instrumentation ampli fier in the warm
electronics, which helps reject common mode noise on the incoming signal and ground reference
lines, receives the signals.  The output of the instrumentation ampli fier is summed with a DC offset
voltage and then fed into a 1KHz two pole filter.  The bandwidth of this filter was chosen to be low
enough to limit the FPA noise bandwidth and yet provide a reasonable readout time for the FPA.  The
outputs of the 40 analog chains are multiplexed down to a single analog line, which is fed to the
analog to digital converter (ADC) as shown in Figure 8.12.  A 16 bit ADC is used to digitize the
processed pixel data from the germanium FPAs., with a resolution of 7 electrons per ADU. The
sili con data chain is described in section 7.1.4. For that array, the gain is 5 electrons per ADU, again
into a 16 bit converter.

As shown in Figure 8.12, a hardware timing generator is used to produce the clock signals for the two
MIPS Ge:Ga FPAs, synchronization signals for the MIPS Si:As FPA, and deflection waveforms for
the scan mirror.  Synchronizing signals are fed from the MIPS timing generator to the IRS timing
pattern generator, which produces the actual Si:As FPA clocking patterns.  Both of these timing
generators are implemented in hardware with no real time intrusions required by the instrument
processor.  The MIPS flight software controls the operation of these timing generators through
register writes.  In operation, the MIPS germanium FPAs will be read out at a frequency of 8Hz and
the sili con FPA at 2Hz.
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The timing in MIPS has been adjusted to be synchronous with the computer oscill ator and other
potential sources of synchronous noise, and hence is slowed by about 5% relative to wrist-watch time.
In this and other sections of this document, time information regarding instrument operations – read
intervals, integration times, etc. – is given in ‘MI PS time’ if not otherwise noted – a MIPS second is
5% longer than a conventional one. For most practical matters the 5% difference between a MIPS
second and a real second will not be a concern for observers. This caveat regarding timing applies to
sections describing how to estimate integration times from source fluxes, plots showing the sensitivity
of MIPS, or the integration and observation times returned by the SIRTF Planning Observations Tool
(SPOT). Unless otherwise stated, instrument related times are typically given in MIPS seconds, and
wall clock times are “real seconds.”

Drivers are provided in the MIPS electronics for the FPA calibration stimulator sources and the
thermal anneal heaters.  The timing generator produces the stimulator flash pulses, which are
synchronized with the FPA readout.  The thermal anneal heater timing is controlled directly by the
instrument processor.

The CSMM is controlled by a type I analog servo system.  The actual CSMM deflection angle is
continuously monitored and compared with the commanded angle.  The error signal between the
actual and desired positions is integrated and used to drive the CSMM actuator.  Mirror deflection
commands are generated digitally by the timing generator and converted to an analog command using

Figure 8.12.  Electronic schematic for M IPS/IRS combined electronics package.
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a digital-to-analog converter (DAC).  The timing generator produces all the required CSMM
deflection waveforms, including chop waveforms and the sawtooth pattern required by the MIPS scan
map mode.  The higher currents required by the CSMM and by the FPA thermal anneal heaters are
carried to the cold instrument over a cable constructed of phosphor bronze wire.

8.1.4.2 SOFTWARE

Figure 8.13 is a top-level block diagram showing the flow of information to and from the MIPS
instrument. As shown in the figure, operational parameters are converted into the appropriate
command blocks at the ground station, which are then uplinked to SIRTF.  Instrument specific
commands are received and distributed by the spacecraft command and data handler (S/C C&DH).
The spacecraft C&DH provides the interface between the SIRTF spacecraft and the SIRTF
instruments.  The spacecraft C&DH sends the MIPS specific commands on to the IRS/MIPS
processor; there they are interpreted and executed by the Control Section Flight Software (CSFS).
Engineering and science data are gathered by the various components of the MIPS embedded flight
software and downlinked, via the spacecraft processor, to the ground for processing.

The CSFS configures and controls the instrument components through four major electronics
sections: the SIRTF Instrument Command and Data handling (C&DH) subsystem interface, the
Control Section Electronics (CSE), the Sili con Detector Focal Plane Array (Si FPA) Interface
Electronics, the Germanium Detector Focal Plane Array (Ge FPA) Interface Electronics, and the
Cryogenic Scan Mirror Mechanism (CSMM) Interface.  Within the IRS/MIPS electronics, the Control
Section Flight Software provides the instruments with the computational, interface, and memory
resources necessary for performing overall i nstrument control and science data collection and
processing tasks.  Commands are accepted through an RS-422 Command/Response Serial interface to
the spacecraft C&DH and then processed by the Control Section Flight Software.  The engineering

Figure 8.13. MIPS software block diagram
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telemetry data are output by the Control Section Flight Software to the spacecraft C&DH via the same
interface.  Instrument science data and diagnostic data are output by the Control Section Flight
Software to the spacecraft C&DH via the 1Mb RS-422 Science Data interface.  The Si FPA Interface
Electronics and the Ge FPA Interface Electronics provide the commanding and science data interface
between MIPS detectors and the Control Section Flight Software.  The Si and Ge FPA Interface
Electronics also control the instrument stimulators and the Si focal plane array temperature.  The Ge
FPA Interface Electronics control the MIPS cryogenic scan mirror.

To perform its main function of collecting and outputting science and engineering data within the
constraints of the SIRTF system, the Control Section Flight Software provides the abili ty to
operate the instrument in two separate software states: the boot state and the operate state.  Within
each software state, various subsets of the full set of commands and subsets of the full set of
telemetry data are valid.

When power is applied to the main electronics of the MIPS instrument, the MIPS processor begins
execution of the boot state flight software.  The functions for the boot state software are:

• Provide the abili ty to upload and download data to/from the Error Detection and
Correction / Electrically Eraseable Programmable Read Only Memory
(EDAC/EEPROM) memory areas from/to the ground system via the S/C C&DH.

• Provide the abili ty to transfer the code from the EEPROM memory area into the EDAC
RAM.

• Provide the abili ty to begin execution of the Operate state software at an uplinked address
location.

• Provide the abili ty to monitor and output a subset of the full complement of engineering
data indicating the current state of the instrument.

• Collect detector, memory dump, and diagnostic data telemetry.
 

 To protect this basic upload and transfer capabili ty, the flight software necessary to perform the
boot state software functions resides in a write protected area of radiation hardened EEPROM.  To
reduce the complexity and increase the reliabili ty of the boot state flight software, it has been
written without incorporating the real-time operating system that is being utili zed in the operate
state flight software.  The boot state flight software utili zes a basic cyclic executive to handle its
operations.
 
 After the boot state software has copied the operate state software from EEPROM to EDAC
RAM, the instrument may be commanded into the operate state, where instrument science
activities can be performed.  All i nstrument calibrations, science observations and instrument
diagnostic activities are performed by the operate state software.  To accomplish this, the operate
state software supports the following tasks:

 

• Configure and operate the MIPS detectors.
• Configure and operate the MIPS scan mirror.
• Configure and control the MIPS instrument stimulators.
• Collect detector, memory dump, and diagnostic data telemetry.
• Collect and monitor engineering data and scan mirror position data.
• Format and output science data to the RS-422 Serial interface.
• Format and output engineering telemetry data to the RS-422 Serial interface.
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8.1.4.3  ARRAY CONTROL

So far as possible within the constraints of data compression and telemetry limitations, each image in
the Ge:Ga and stressed Ge:Ga bands will be sent to the ground for further processing, which will
remove cosmic ray hits and other bad data, shift and add the frames, and calibrate them to produce the
final images of the sky.  The Si:As data will be fitted by linear regression for each pixel and only the
slopes for each image will be sent to the ground (along with a difference of the first two reads).  This
processing is required to limit the amount of data that must be stored by the spacecraft.

32x32 Ge:Ga Array (70 µµm)

The 32x32 array readouts consist of CTIA ampli fiers which are "on" continuously, and whose outputs
are sampled sequentially by an on-chip multiplexer.  The MUX will be cycled at a constant rate to
give a read rate of 8 samples per pixel per MIPS second.  Each sample will be digitized and sent in an
unprocessed state to the ground, with the possible exception of coadding 2, 4 or 8 adjacent samples
for a pixel to reduce the data rate.  Depending on the achieved lossless compression in the spacecraft
computer, no coadding or coadding by 2 frames will be required at the slow scan rate, and coadding
by 2 or 4 frames might be needed at the medium rate.  The preservation of the detailed data stream for
each pixel is criti cal for this array because of the large expected hit rate by ionizing particles, as much
as 1 hit per pixel per 35 seconds (at solar minimum).  These hits can best be removed from the data
stream in ground processing.  The array is reset coincident with a scan mirror flyback, and then reset
again half a second later to commence gathering data.

2x20 Stressed Ge:Ga Array (160 µµm)

Operations are similar to the 32x32 array.  One distinct difference between operations of the two
arrays is that when the observer requests a 10 second exposure, the 160µm exposure will be split i nto
two 5 second exposures, by resetting the array half-way through the full exposure time.  Because of
the generally high level of background flux at 160µm, the array saturates too quickly to be useful in
many portions of the sky if a 10 second exposure is used.  An added benefit of performing an extra
reset of the 160µm array is superior rejection of cosmic-ray hits.  The extra reset is entirely internal to
the MIPS commanding software and instrument, and will be transparent to observers.

128x128 Si:As BIB Array (24 µµm)

The 128x128 array will also take data in a mode similar to that just described for the 32x32 array, but
some minor differences are required because of differences in its readout, its larger format, and its
differing susceptibili ty to hits by ionizing particles.  The array will be read out at a constant rate, in
this case every 0.5 MIPS sec, and the resulting data sent to the IRS/MIPS computer for processing.
However, the data rate is too high to allow sending every frame to the ground.  Fortunately, because it
has smaller pixels than the 32x32 array (by more than 1000 in surface area), the cosmic ray hit rate is
much smaller and it is permissible to process the frames from the multiple reads into a single image
(the net integration between resets) before sending it to the ground.  The net signal for each pixel in an
image will be computed by linear regression to determine the current generated by the pixel between
resets. However, there is a loss in dynamic range in this process, since a source that saturates a pixel
during the integration will be unrecoverable.  To achieve the dynamic range requirements for MIPS, it
is necessary also to retrieve the information from the initial 0.5 MIPS sec integration.  To do so, the
first and second reads of the array will be differenced.
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The readout and resetting of this array proceeds continuously over 0.5 sec, recycling to the same state
for the next 0.5 sec. Therefore, the final set of reads for a given integration must start 0.5 sec before
the scan mirror flyback.  Following reading the array, each pixel will be reset during the 0.5 sec read
cycle while the scan mirror flies back.  A second 0.5 second reset cycle will follow to remove residual
signals accumulated during flyback before the scan mirror has settled. Integration on each pixel will
begin immediately after this second reset.  That is, for every scan mirror flyback, there is a one second
dead time for each pixel of the Si:As array, and these deadtimes are distributed over a 0.5 second
offset in the order of pixel access and read, with the first pixels beginning integration 0.5 sec after
flyback is initiated and the last ones 1 sec after flyback initiation.

8.2 How to use MIPS

8.2.1 Operating Modes

There are four major operational modes (or Astronomical Observing Templates; AOTs) of the MIPS
instrument:

• Photometry and Super Resolution (includes super-resolution, large source, and small source options, and can be
used to obtain multiple images through the cluster and raster-map options).

• Scan Map (includes slow, medium and fast scan rates, where incomplete coverage at 160µm is obtained at the
fast scan rate).

• Spectral Energy Distribution (SED; can be used for a single spectrum or step and stare spectral mapping).
• Total Power Mode (used to obtain absolute brightness measurements for highly extended sources).

Observing in any of these modes involves the acquisition of multiple data frames, not just a single
frame.  The multiplicity of frames provides for rejection of cosmic rays, calibration of the Ge:Ga focal
plane array data in the light of the two time-constant behavior of those detectors, adequate sampling
of the point spread function (PSF; especially for super resolution observations), and, in the case of the
160 µm array, for building up a fill ed image using multiple offset exposures of that 2x20 pixel array.
The total number of images obtained depends on the total integration time requested by the observer,
and the observational mode selected.  As described in the following sections and in Section 8.2.3, the
integration times available to observers are quantized. This is because of the need for multiple images,
and the fact that the exposure time for the individual frames in an observation can only be set to 3 or
10 seconds for the Ge:Ga arrays, and 3, 10, or 30 seconds for the 24 µm array.

8.2.1.1 SURVEY "SCAN MAP MODE"

The scan map mode is designed to provide eff icient mapping of large areas on the sky. A ramp
motion of the scan mirror compensates for continuous telescope scanning motion, freezing the images
on the arrays. The scan map mode avoids having to repoint and stabili ze the telescope between
exposures.
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Telescope Motions

The telescope performs a scan at a constant rate. The observer can select from three discrete rates –
slow, medium, and fast (approximately 2.6, 6.5, and 17.0 arcseconds per second). Typical scan
lengths will be 0.5 to 5 degrees with a maximum of 10 degrees (depending on the scan rate). A scan
leg is defined to be a single scan pass in one direction (forward or reverse). A scan map observation
always starts in the “forward” direction (in the +Y direction in the SIRTF focal plane). The scan
length is defined to be the distance along the scan track for which full -weight coverage is obtained
with all three MIPS arrays.  There will be regions of overscan at each end that have coverage by some
of the arrays but not all .  During the full -coverage portion of the observation, the telescope position
should be within about 1.3" (rms) of the expected position along the scan track. At the end of a scan,
the Observatory will reverse its direction and begin a new scan in the opposite direction as the first,
with the same scan rate and either along the same track or offset by 5″ to 5' in cross-scan.

For typical scan maps, scan legs can be assumed to be linear.  Very long scans will depart slightly
from linear tracks. This curvature is determined by the offset between the arrays and the telescope
centerline (X-axis), and any misalignment between the scan mirror rotation axis and the spacecraft Z-
axis (Solar direction; see Figure 4.5).  Also, the scanned region on the sky is in general not exactly
90° from the line to the Sun, but can be anywhere within a 40° wide annulus (Figure 3.5). The net
effect of these terms on the scan leg geometry is that the dominant direction of scan motion is a great
circle centered on the spacecraft Z-axis. It is made such that the rotation is around a point 90° from
the telescope boresite, and <  2° of the great circle centered on SIRTF and going through the center of
the Sun. The pointing of the boresite is such that the scan leg centerline

Figure 8.14. - Synchronization of Scan Mirr or M otions, Telescope Scan, and
Stimulator Flashes.

Telescope line of sight

MIPS line of sight
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Scan mirror position
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is positioned through the array centers. Perturbations that amount to small circle deviations are
required to account for the focal plane layout and the actual scan mirror rotation axis relative the Z-
axis. The resultant curvature in the scan leg will be determined in flight, but is currently expected to
be on the order of less than or about 1% over a 10o scan. The relative pointing accuracy between two
consecutive scan legs is 3 arcseconds (radial) for at least 4000 seconds time.

During the course of an AOR, the SIRTF focal plane orientation on the sky is fixed.  Therefore, there
will be no rotation of individual scan paths, nor will t here be any relative rotation between scan legs
obtained within a single AOR. This holds in spite of the orbital motion of SIRTF during the period of
the AOR. Scans obtained in separate AORs likely will have different orientations. The magnitude of
the rotation depends on ecliptic latitude and time between AORs. To minimize such variations in scan
orientation, observations may have to be constrained such that they are done within a short period of
time, particularly away from the ecliptic.

Instrument Functions

At the start of the scan, the scan mirror is positioned near its “center” position, where all three
detector arrays are fed; data will be collected from all three arrays.  The scan mirror will be moved in
a one sided ramp with “ flyback” around this position; during the ramp motion, the scan motion of the
telescope will be compensated by the motion of the scan mirror to freeze the field on the arrays.  This
operating mode is also called “ freeze frame scanning.”  The flyback will occur at intervals of 1 and 3
pixels of the 160 µm array alternately (i.e., ≈ 16" and 48"). The pixel sizes for the stressed Ge:Ga
(160 µm) and Si:As (24 µm) arrays provide good sampling of the Airy pattern.  Along the scan axis,
improved sampling on a fractional pixel level will be obtained on the 70 µm array as the source
transits it.  That is, if a source is centered on a pixel of this array for the first exposure, it is shifted off-
center by 0.1 pixels for the second, 0.4 for the third, 0.5 for the fourth, and so forth. When the
telescope scan direction is reversed, the parity of the scan mirror ramp/flyback will be reversed.

Frequent stimulator flashes are required by the two germanium focal planes; the sili con array will be
stimulated on a much less frequent basis.  To allow scans that take longer than would be permissible
between germanium stimulator calibrations, the synchronization of the scan mirror and telescope scan
is operated as follows.  The scan mirror will gradually “get ahead” of the telescope, so that the
individual ramps will l ead the telescope by increasing amounts as the telescope scan progresses.  This
lead will grow by linearly offsetting from the zero point of the scan mirror motion.  When the time
arrives for a stimulator flash, the scan mirror will resume its action at the zero point, and the time for
one exposure will be available for the calibration without loss of sky coverage.  This process also
guarantees that the array is pointed at a previously imaged portion of the sky during the stim flash,
allowing for accurate subtraction of the sky signal from the stim. This pattern of operation is
ill ustrated in Figure 8.14. The resulting coverage on the sky is shown in Figures 8.15 and 8.16.
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For the highest data reliabili ty, it is desirable that the area be remapped a short time later (e.g.. to
eliminate asteroids from the images).  A scan leg has multiple redundancy of data at 24 µm and 70
µm because multiple images are acquired of the same point on the sky (Figure 8.15). However, single
scan legs have no redundancy at 160 µm (Figure 8.16). Reliable data for this band will require at least
two overlapping scan legs. A second scan map at a later time can be used to identify asteroids and
other transient events

Fast Scan Mode

Instrument operations at the fast scan rate (nominally about 17"/sec) are slightly different from those
at the lower rates. Because the eff iciency would be undesirably low at this scan rate if full sampling

were obtained at 160µm, that option is not supported and full coverage at this wavelength requires a
second scan. The scan mirror flyback is set to four 160 µm pixel widths (63.6"), with no alternation of
flyback amplitudes.  As a result, there will be gaps in 160 µm maps acquired in fast scan mode: a of
one pixel width gap will appear after two contiguous pixel widths of coverage. Given that the pixels
are 0.4λ/D wide and separated by the same amount, any reasonably bright sources will be “sighted” at
160 µm even in the partial coverage obtained in a single pass.  A general requirement for a reliable
map will be to rescan the same area a second time (at a later date/time) to screen out asteroids and

Figure 8.15. Operation of 24 and 70µµm Arrays Dur ing Scan Mapping. Dur ing normal
operation, every source is observed ten times in a single pass; dur ing quick scan, each
source is observed five times.
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other transient phenomena.  If a rescan is carried out, it can be interleaved such that both scans
together provide a full 160 µm map.

The total integration time per point on the sky per pixel in a single scan leg is provided in Table 8.7.

Table 8.7 Scan Map Integration Time per Pixel

Scan Rate 24 µµm 70 µµm 160 µµm

Slow 100 sec 100 sec 10 sec

Medium 40 sec 40 sec 4 sec

Fast 15 sec 15 sec 3 sec*

* Only ½ of map region covered by 160 µm pixels at the fast scan rate in one scan leg.

Figure 8.16  MIPS Operation at 160 µµm in Scan Map.  In normal operation, every
point along the scan track is observed once; redundant coverage requires rescan.  In
quick scan mode, the sky coverage is in bars, one pixel wide (15.9”), with every other
bar not observed.  Full sky coverage requires rescan with suff iciently accurate pointing
to place the pixels in the uncovered areas on the rescan.
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8.2.1.2 PHOTOMETRY MODE

Although both photometry and super resolution are supported in a single Astronomical Observing
Template (AOT), for ill ustration we describe the procedures separately.  The photometry mode is
designed to obtain multi -band observations of reasonably compact sources; sources that are too
extended for the procedures described below should be imaged using MIPS scan mapping instead.
Super resolution emphasizes thorough sampling of the point spread function through a combination of
small pixels relative to the Airy disk and of sub-stepping of the image relative to the pixels.  Special
observing modes are used to achieve this goal at 70 and 160 µm, and at 70 µm a separate optical train
providing a finer pixel scale is also employed.

In the following descriptions, we give overly specific examples, for example with particular pixel
addresses for where the image will fall . We do so for purposes of ill ustration only. Actual placement
on the arrays will not be exactly those given here, but relative placement will remain. Observers are
referred to Table 8.8 below for a summary of photometry mode integration times.

Photometry – 24 µµm, Compact Source

The basic 24 µm photometry observation acquires 14 separate images of a source. The locations of
the images are ill ustrated in Figure 8.17.  To start the observation sequence, an image of the source is
taken with it centered approximately 1′ to one side and 1′ above of the array center.  Next the source
is moved with the scan mirror 2′ below the original position, i.e., centered roughly on pixel coordinate
[–25, –29.5] with [0,0] defined as the initial position on the array.  The scan mirror will be near one
end of its travel.  The scan mirror will t hen be used to move the source between this position and pixel
[–25, 21], producing a third image.  Two more images exposures will be obtained by chopping back
to pixel [–25, –25] and then to [–25, 25.5].  Another pair will be taken at [–25, –20.5] and [–25, 30],
resulting in a total of seven images. If the observer specified more than one observing cycle, the
sequence repeats starting at position 1.  After completing one or more sets of the images as specified
above, the telescope will be offset by 50.5 pixels (2′) to x = 25.5, and a series of  (N×7) images will
be obtained at the same y positions as for the first set. This cycle of 14 images will be repeated N
times, where the observer specifies only N, the total number of image sets required.  There are two
small corrections to this simple scenario: first is that two extra exposures are obtained at positions 1
and 8 each AOR, and second is that exposures 1 and 8 of the first cycle (and a few subsequent cycles
in long AORs) are one second shorter than the specified exposure time.  Taking all this into account
the total integration time as a function of exposure time and number of cycles specified is, to a good
approximation, equal to ((N×14)+2)×(Exposure Time)-2 seconds. The two second reduction comes
about because the first second of frames 1 and 8 are used for obtaining calibration data, not science
data – impact on total integration time is nearly negligible, however, and can largely be ignored by
observers.

On orbit performance of the pointing control system will be used to optimize how many exposures are
obtained before performing the spacecraft (x) offset, with the constraint that in the end, half of the
images are obtained at each spacecraft pointing.  The observatory relative offset accuracy allows
meaningful fractional pixel offset.  In practice, alignment tolerances will make the chop motion non-
parallel to the array columns: if the array is misaligned by 1o, instead of going from [–25, –29.5] to [–
25, 21], the image would be repostioned from [–25, –29.5] to [–25.9, 21].  However, the suggested
pattern provides a well -sampled Airy disk, if not on centers that can be determined pre-flight.  The
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data provide four independent images obtained with sampling on four fractional-pixel centers, when
combined appropriately.  Careful processing will be required to take full advantage of the
oversampling implicit in these images, given the tracking stabili ty of the telescope.  However, for
simple photometry the images can be combined by integer shifts.

Although we have ill ustrated the operation in photometry using the scan mirror to give multiple pairs
of positions, the number of pairs is a parameter that is set by the SSC to optimize eff iciency.  The
discussion here ill ustrates the expected number of images per cycle, but this may change once
operations begin. Once this parameter is set, it becomes the basic unit of observation: observers do not
specify the number of pairs in a unit but do select the number of units as described above.  In all
cases, though, the central technique is to define an image pair to be produced by a scan mirror chop of
slightly less than half the array width, and to offset successive pairs by a small amount to improve the
pixel sampling.
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Figure 8.17. - Photometry/Super Resolution with the 24 µµm Arr ay.  The positions of
images in a single cycle of a 24 µµm photometry observation are shown relative to the

central 64 ×× 64 pixels (shown schematically by the gr id) of the full 128 ××128 arr ay.  The
circle diameters are the FWHM of the Airy disk. The first set of 7 images are dithered
with half-integer pixel offsets using the scan mir ror , then the spacecraft is offset by a
half-integer number of pixels, and the second 7 images are acquired.  Frames one and

8 of the first cycle of an AOR (and a few subsequent cycles in long AORs) are one
second shor ter than the observer requested exposure time; the other 12 frames of such

cycles are taken with the full observer-specified exposure time.  Not shown are 2
additional frames, taken at the positions 1 and 8, obtained for each AOR. This scheme
is used for photometry and super-resolution observations of compact sources at 24 µµm.
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Photometry – 24 µµm Large Source

For larger (≥ 2′) sources, dithering purely on the 24 µm array is no longer desirable.  Instead, the scan
mirror is used to obtain a series of images separated by only a minimal amount and on half-pixel
centers (see Figure 8.18). The telescope is then redirected to a position > 5' away from the source, and
the sequence of frames is repeated to obtain a sky image. The offset to this “sky” position is in the
scan direction, and the observer specifies the magnitude of the offset.  The nominal pattern for these
observations is a 1×5 set of images in-scan, separated by 1.5 pixels = 3.6″ for each, followed by a
cross-scan spacecraft offset of 4.5 pixels (10.8″) and a repeat 1×5 set of images. In this sequence
frames one and six will be one second shorter than the observer-specified exposure time at both the
object and sky positions, and two extra exposures will be obtained at object and sky positions per
AOR, similar to what happens in the compact source photometry observation sequence. The total
integration time per pixel in the final images will be very nearly equal to ((N×10)+2)×(Exposure
Time)-2 seconds.
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Figure 8.18. Observing a Large-Diameter Source at 24 µµm. The positions of image centers
in a single cycle of a 24 µµm large-source photometry observation are shown relative to the
central 64 ×× 64 pixels (shown schematically by the gr id) of the full 128 ××128 arr ay.  Dither
positions are at half-integer pixel offsets in both the scan-mirr or direction and the cross-
scan direction.  An identical set of observations is obtained at an observer-specified sky
position offset by >5′′ in the scan direction.  Not shown are the two extra exposures that
are obtained each AOR, which are taken at positions 1 and 6.
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Photometry – 70 µµm Compact Source

Typical photometry observations at 70 µm will be made using the nominal 9.8′′ pixel scale.  The
super-resolution mode at 70µm will also provide excellent data for photometry, but is considerably
more expensive in terms of observing time overhead and is also about 4 times less sensitive.  In the
normal photometry observation of a compact (< 2′) target, the source will be centered approximately
1′ to one side and 1′ below the center of the array, with the scan mirror near the end of its travel.  The
exact source positioning is determined by a requirement to obtain multiple images of the object on
different positions of the array, with these positions selected to provide optimal sampling of the Airy
disk. Defining the center of the array is defined as [x,y] = [0,0], the image will be centered at [–6, –
9.5] in pixel coordinates.  After an exposure at this position, the scan mirror will be used to offset the
image to [–6, 3].  After an exposure here, the scan mirror will put the image at [–6, –6] and then at [–
6, 6.5]. Finally, exposures will be obtained at [–6, –2.5] and [–6, 10].  The sampling around the
starting position is ill ustrated in Figures 8.19 and 8.20; in the first of these figures, the circles show

Figure 8.19. - Photometry of a Compact Source with the 70 µµm Array.  The position of
the target in each of the 12 frames obtained in the standard photometry observation at
70 µµm are shown by the circles, which are the size of the PSF at FWHM.  The entire
32x32 arr ay is shown with pixels represented schematically by the gr id.  The dither
pattern involves half-integer pixel offsets in both directions.
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the three consecutive pairs of positions for the image and their diameters are the FWHM of the Airy
disk.  If the total integration time for the program requires N pairs (N must be an even multiple of 3),
then half of these pairs, N/2, should be obtained at the positions described above. A similar set of N/2
pairs of images shall be taken at x = 6.5 by offsetting the spacecraft in cross scan. The number of pairs
that will be taken at one time in a given spacecraft pointing will be determined by the SSC based on
the performance of the pointing control system and science data needs. This will be transparent to the
observer but needs to be optimized to maximize eff iciency and detector performance. Thus, the N/2
pairs might be divided into equal sets of M pairs each (where M is a multiple of 3), and the spacecraft
would be offset to the complementary position after each M pairs had been obtained. The observer
need only select the number of cycles of the basic observing sequence of 6 image pairs.

These data will provide multiple independent images with sampling on nominal half-pixel centers
when appropriately combined.  Note that tracking instabiliti es will be large enough that careful
combination will be required to gain all the benefits of this sampling, although for simple photometry
integer pixel shifts would be adequate.  Furthermore, the alignment tolerances for the array and the

Figure 8.20. Source detections on the arr ay dur ing the photometry in Figure 8.19.
Time runs across the top row from left t o r ight, then across the second row from left
to r ight, and so for th. The observations star t with a stimulator flash, then the six scan
mirr or positions 1–6 giving six source detections. The sequence is completed with
another stimulator flash. The spacecraft is then offset, there is a stimulator flash, and
the six positions 7–12 are observed, to be completed with a final stimulator flash.
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image rotation within the instrument are such that the scan mirror motion will not be perfectly parallel
to the columns of the array. Thus, the scan mirror chop motion will place the image between pixels
[–6, –9.5] to [–6.2, 3], for example, if the array is rotated 1o.  Nonetheless, the proposed pattern
provides a redundant level of oversampling that will be useful in extracting reliable images.
Calibration is obtained by a stimulator flash before and after each set of scan mirror positions.

For 70µm imaging of a source up to ~ 4′ in diameter, the limited motion possible with the scan mirror
requires that the source be referenced to sky in two “halves,” as ill ustrated in Figure 8.21. The scan
mirror will be put near one end of its travel for observing with the large scale at 70 µm, and the
spacecraft will be pointed to place the source 2.5 pixels below the center of the array and 1 pixel to
one side.  The scan mirror will be set to have a throw of 2′, and the first pair of exposures would be
made at the starting point and 2′ in-scan, then a pair would be obtained advancing the scan mirror 2.5
pixels (25″) and a third pair advancing another 2.5 pixels.  Next, the spacecraft would be maneuvered
2.5 pixels in cross-scan and 2′ in-scan, and the scan mirror would be used to obtain another three pairs
of exposures.  The overall strategy is ill ustrated in Figure 8.21.
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Photometry – 70 µµm Large Source

For 70µm imaging of a source up to ~ 4′ in diameter, the limited motion possible with the scan mirror
requires that the source be referenced to sky in two “halves,” as ill ustrated in Figure 8.21. The scan
mirror will be put near one end of its travel for observing with the large scale at 70 µm, and the
spacecraft will be pointed to place the source 2.5 pixels below the center of the array and 1 pixel to
one side.  The scan mirror will be set to have a throw of 2′, and the first pair of exposures would be
made at the starting point and 2′ in-scan, then a pair would be obtained advancing the scan mirror 2.5
pixels (25″) and a third pair advancing another 2.5 pixels.  Next, the spacecraft would be maneuvered
2.5 pixels in cross-scan and 2′ in-scan, and the scan mirror would be used to obtain another three pairs
of exposures.  The overall strategy is ill ustrated in Figure 8.21.
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Figure 8.21.  Photometry
of a Large Source at
70µµm. The source is
observed such that the
coordinates are placed
near the ar ray FOV
center in the pattern
shown. Spacecraft and
scan mirr or motions are
made in a way to that sky
background is observed
in two halves on both
sides of the image in the
scan mirr or in-scan
directions.
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Photometry – 160 µµm, Compact Source

At 160 µm, the array width is less than the FWHM of the Airy pattern, so a series of measures must
be made to build up the image of the source.  The necessary sequence is ill ustrated in Figures 8.22
and 8.23.  Consider a line orthogonal to the long axis of the array and through its center.  The
telescope is pointed to place the source 48" above this line and 3.5 pixels (56") in the direction of scan
mirror travel, measured from the center of the outermost pixel column and at the extreme mirror
offset.  An exposure is obtained with the scan mirror at its extreme offset.  The scan mirror is offset
by 4 pixels (64") and an identical exposure is obtained.  The scan mirror is returned to 16" (one pixel
width) short of the original position, an exposure obtained, the source offset to 64" + 16" = 80" and a
fourth reading obtained.  This pattern can be selected to be repeated n times.  Next, the source is offset
along the array to a position 56" – 3.5 pixels – below the center and the scan mirror moved to place
the source 3 pixels from the array center (at 48" off-center).  A series of four exposures is taken
similarly to the initial four, but offset by half a pixel.  Again, the pattern is repeated n times.  The
result of the full suite of measurements is N times two images of the source, each 8 pixels wide, and
with sky measurements equally on either side of the source in the direction of scan mirror motion
(additional sky will be obtained along the array because of its length in this direction).  In Figure 8.24,
the two source positions are indicated by the circles 1 and 2 (the diameters are the FWHM of the Airy
disk.  Calibration will use stimulator flashes before the sequence begins, half way through (when the
scan mirror is switched to the second extreme of its motion) and at the end.  Finally, if additional
integration is desired, the sequence will be repeated with the source offset by half a pixel in the

Figure 8.22 - Positions of the Source Relative to the 160 µµm Array.  The scan mirr or
positions 1–4 result in full sampling of the image on single pixel centers.  Positions 5–8
provide a second complete sample, offset by a half pixel in the direction of scan mirr or
motion.  The individual pixels are 16″″ and the full l ength of a column is 5.3′′.
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direction orthogonal to the scan axis, i.e., starting 54" above the axis and putting the second image 40"
below the axis. The observer selects only the number of pattern cycles; the SSC optimizes by
determining the pattern in which the images should be obtained.

Figure 8.23 Appearance of the source on the arr ay. Time runs from left to r ight across
the top row, then from left r ight in the middle row, then from left t o r ight in the bottom
row. The observations star t with a stimulator flash, then detections of the source in the
upper pixel row, then the lower, then the upper, then a vir tual miss in the lower (scan
mirr or positions 1–4). There is then another stimulator flash. The spacecraft is offset,
there is a stimulator flash, the source is not detected (off t he arr ay), then detected in the
lower row, then in the upper, then in the lower (positions 5–8), followed by another
stimulator flash.
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Figure 8.24 - I llustration of the Observation Strategy for Photometry/Super
Resolution at 160 µµm. For compar ison with Figure 8.22, note that the figure is
NOT centered on the arr ay center line.  The four positions of the arr ay projected
onto the sky are indicated by numbers at the right.  The telescope is positioned to
place the source at position 1 and the scan mirr or is chopped in the direction of
the arr ow to measure four positions around the source.  Four offsets of the scan
mirr or measure the full Airy disk of the source (the circle is the FWHM of the
Airy disk).  The scan mirr or is then advanced a half pixel and the telescope
positioned to place the source on position 2 to repeat the cycle.  For super
resolution, the sequence is repeated with the telescope offset twice more by half a
pixel in cross scan to build up 6 independent images of the source on half-pixel
centers.
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Photometry – 160 µµm, Large Source

If the source to be measured is large, then a procedure similar to the 70 µm large source one is to be
used.  Figure 8.25 ill ustrates how a series of scan mirror positions and spacecraft offsets can be used
to provide full sampling over a ~ 4′ × 5′ field.  The telescope is pointed so the source is along the
array centerline.  A series of measurements is obtained chopping by 2.5′ to sky and offsetting the
telescope in the scan direction.  The roles of the sky and source scan mirror positions are then
reversed and the "other half" of the source measured. Stimulator flashes for calibration are included at
regular intervals in the sequence.

The observation sequence begins with a stimulator flash. The scan mirror is set to maximum throw.
An exposure is acquired with the telescope pointed one 160 µm field of view above the image
centerline in the in-scan direction. The mirror is offset and a sky exposure is taken. The telescope is
then repositioned one 160 µm pixel size distance from the starting point and another image pair is
taken. The next pair is taken with a spacecraft offset of three 160 µm pixels. After four such exposure
pairs, half the region to be observed has been fully sampled, and a stimulator flash exposure is taken.
The Observatory is then repositioned below the image centerline and the mirror set to maximum
throw in the opposite direction. The same sequence of stimulator frames, source and sky exposures,
and telescope repositioning occurs to give a fully sampled 4′ × 5.3′ image of the source with two 2′ ×
5.3′  fields of sky data on either side of the source image (see Figures 8.25a and b). For additional
integration time, the sequence will be repeated at a slightly offset starting position.

Scan
Mirror

1

2

Space-
craft

Figure 8.25a - Photometry of a 4 ×× 5.3 arcminute region at 160 µµm.  A first sequence of
measurements uses the scan mirr or to offset the field by 2.5′′ and the spacecraft t o
make smaller offsets to provide a fill ed 2′′ ×× 5.3′′ photometry region with a similar sky
region.  Compare with Figure 8.24.  The spacecraft is then maneuvered to provide a
second set of measurements on the opposite side of the source.
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Figures 8.25b – The data acquisition sequence for the 160 µµm large source option. See
also figure 8.25a. The image and sky data are acquired by a series of mirr or motions
(source to sky) and spacecraft motions to fill i n the field of view.  The sequence goes
from left t o r ight and top to bottom. The current ar ray field of view is shown in red
(or bold) and already acquired fields are shown in green (or light).
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8.2.1.3 SUPER RESOLUTION MODE

The super resolution mode of observation emphasizes taking data in a manner that provides a high
level of spatial sampling of the Airy pattern and redundant imagng at all three wavelengths.
Simulations show (Bippert-Plymate, Rieke, and Paul 1992) that such oversampling enhances the
abili ty of computer processing to enhance the angular resolution that is achieved in final data
products. The standard 24 µm photometry observation described above is suitable for super resolution
because of the ~ λ/2.5D pixels and highly redundant images.  Such is not the case at 70 and 160 µm:
the nominal 70 µm pixels size is too large, and the 160 µm observation provides only 2 images of a
source, which is inadequate for good image reconstruction.  Here we describe procedures for
obtaining good super resolution observations in these two bands.  Table 8.8 provides a summary of
this mode in all bands.

Sources up to 2 Arcminutes in Diameter: 70 µµm Super–Res

At 70 µm, the default (coarse) pixel scale under-samples the Airy pattern, so for the highest possible
potential resolution the scan mirror will be positioned to direct the light into the high magnification
arm of the optics. Because we assume the source being resolved is at least potentially extended, data
need to be obtained moving the source on and off the array rather than by dithering on the array to
obtain multiple exposures. To begin, the scan mirror is offset to one of the ends of motion permitted
for the high resolution optical train.  Defining the center of the array as [0,0], the telescope is pointed
to place the source on pixel [x,y] = [–1, –2.5] and an exposure obtained.  The scan mirror is moved to
the other extreme of the permitted range and a sky exposure made.  Next, the scan mirror is moved to
pixel [–1, –1] and an exposure obtained, followed by a sky exposure, followed by one at    [–1, 0.5],
followed by sky, by one at [–1, 2], and by a sky.  The telescope will t hen be repointed in the cross-
scan direction, and the sequence repeated with on-source exposures at positions [0.5, –2.5];  [0.5, –1];
[0.5, 0.5]; and [0.5, 2].  The result of these sets of exposures is to give two independent images
sampled on half-pixel centers.  The 1.5 pixel spacing has been adopted to provide some resili ence to
dead pixels, which should then not remove two adjacent pieces of data.  Additional data to increase
the net integration will be obtained from a slightly different starting position to dilute further the
effects of dead pixels on the final image.  The observer need only select the number of basic
observation cycles required. The SSC will optimize the procedure for obtaining them to achieve the
best eff iciency and data quali ty.  Figure 8.26 ill ustrates this mode of obtaining data.
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Figure 8.26 - Super resolution Observations of a Compact Source at 70 µµm.  For the
even-numbered frames, the scan mirr or is used to obtain measurements of sky.
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Sources Up to 4 Arcminutes in Diameter: 70 µµm Super–Res

With the 70 µm array in high magnification (fine pixel scale), a 5′ area can be observed with chopping
to sky as follows. Two adjacent areas in cross-scan will be measured as described above, with the
telescope offset by 2.4′ between sets of observations.  The telescope boresight is then repointed by
4.8′ in-scan so the scan mirror position formerly used for sky can be placed on the source (offset by
2.4′ in-scan).  Another pair of f ields is observed in cross-scan, giving a total field of 5' × 5'.  See
Figure 8.27.

Sources up to 2 Arcminutes in Diameter: 160 µµm Super–Res

The 160µm pixels are nominally small enough to provide good sampling of the PSF for high-
resolution image reconstruction. However, the impact of cosmic rays and the complicated behavior of
the Ge detectors mean that integration time and PSF sub-sampling beyond what is provided by the
normal 160µm photometry mode are needed to obtain good super resolution results.  Unlike for the

Figure 8.27 - Strategy for obtaining super resolution observations over a field of 5′′ ×× 5′′
arcminutes.  At each pair of f ields, a set of 16 exposures is obtained similar to the
pattern ill ustrated in Figure 8.26.
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70µm array, there is no separate pixel scale or tailored AOT available for 160µm super-resolution
observations.  The recommended method for specifying such an AOR using the available 160µm
pixel scale is described in section 8.1.3.2.  Such an observation consists of 24 individual frames that
provide 3, 2′ x 5.3′ images, each containing 2 images of the source, with ½ pixel sampling in both the
scan and cross-scan direction. The third image has the same cross-scan direction sampling of the PSF
as the first image, but will be placed on different pixels of the array to provide extra protection against
unusual behavior of the Ge:Ga pixels and intra-pixel responsivity variations.

Raster Map

The Large Field photometry/super resolution option is an eff icient and easy way to make an
observation of an object that is no more than 4 arcminutes in diameter. For objects that are somewhat
larger, but smaller than the 30 arcminute minimum scan map size, the restricted raster map option can
be used to construct a map in the MIPS bands.

The limited raster mapping options could be expanded in complexity in a phased way if the need is
apparent. The current version uses a small field dither pattern identical to a single point
Photometry/Super Resolution observation (same scan mirror and spacecraft offsets). After completing
observations in this fashion in a single field-of-view, the spacecraft would be offset to an adjacent
field and the pattern would be repeated. The observer would specify the number of nearly-full-frame
offsets in each of the two orthogonal coordinates of SIRTF – the in-scan direction and at right angles
to this axis. Because of its high stabili ty, the raster option should return high quali ty 24 µm results.
The performance with the 70 and 160 µm arrays is not yet determined, because of their long time
constant behavior.
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8.2.1.4 PHOTOMETRY AND SUPER-RES SUMMARY

Table 8.8 summarizes the expected frames per observation cycle that will be obtained in to the MIPS
photometry and super–resolution observing modes, and the integration time per pixel for those modes.

Table 8.8 Photometry and Super Resolution Summary

Mode Band
Frames /

Obs. Cycle♣
Integration Time per

Pixel per Cycle*

24 µm 14‡ 42, 140, 420 sec†

70 µm 12 36, 120 secCompact Source
Photometry

160 µm 8♦ 6, 20 sec

24 µm 10 / 10‡ 30, 100, 300 sec†

70 µm 6 / 6 18, 60 secLarge Source
Photometry

160 µm 8 / 8♥ 3, 10 sec

24 µm 14‡ 42,140,420 sec†

70 µm 8 / 8 24, 80 sec
Compact Source
Super Resolution

160 µm 24♠ 18, 60 sec

24 µm 10 / 10‡ 30, 100, 300 sec†

70 µm 32 / 32 24, 80 secLarge Source Super
Resolution

160 µm N/A N/A

♣ Two values indicate # of frames on-source / off source.

*  For 3 and 10 second exposure times (and 30 seconds at 24 µm) respectively. Times are per pixel
on a given sky position. For examples see the large source observation patterns for image
construction.

‡At 24µm 2 additional frames are taken per AOR, so total integration time will be longer than
shown here by (2·× exposure time). See also next note.

† For the first cycle in an observation at 24 µm, exposure time is 1 second shorter than shown in
this table. See also previous note.

♦ The 8 160 µm frames combine to provide a 2′ x >5′ filled field of view containing 2 images of
the source.

♥ The 8 160 µm frames combine to provide a 4′ x 5′ fill ed field of view containing a
single image of the source.
♠ The 3 x 8 160 µm frames combine to provide a 2′ x >5′ fill ed field of view containing 3
x 2 images of the source sampled at sub-pixel shifts.
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8.2.1.5 SPECTRAL ENERGY DISTRIBUTION MODE

The Spectral Energy Distribution (SED) mode applies only to the 32×32 Ge:Ga array, since it requires
an offset of the scan mirror that deflects light away from the optical trains for the other arrays.  This
operating mode is designed to provide more information on the spectrum of a source than could be
obtained with the fixed filters on the two Ge:Ga arrays.  The SED optical train ill uminates a slit
approximately 24 pixels long on the array by 2 pixels wide, with low resolution dispersion via a
reflection grating.

First, the scan mirror is used to direct light from the stimulator projector into the SED optical train,
and a stimulator flash will calibrate the detector array.  Next, the telescope should be pointed to place
the image of the source on the 8th pixel (for example) from the top of the slit , and an exposure
performed. The scan mirror will t hen offset the image and another exposure will be obtained to
measure sky. M pairs of exposures will be obtained, after which the scan mirror will be offset again to
direct the beam from the stimulator projector into the SED optics, and the stimulator will be flashed.
While the calibration is occurring, the telescope will be offset to place the source on the 16th pixel
along the slit .  After the calibration sequence is completed or the telescope has settled, whichever
takes longer, a second series of M exposure pairs will be obtained.  A calibration using the stimulator
projector will complete this series. If additional integration time is required, the sequence will be
repeated.  The observer specifies only the total number of basic observation cycles required; the SSC
optimizes the number of pairs to be taken at one spacecraft setting before offsetting to the other, as
with the photometry mode.

8.2.1.6 TOTAL POWER MODE

The total power mode of operation uses the scan mirror to provide an absolute chop of the signal onto
the MIPS detector arrays.  This capabili ty is important to establish the true zero level for
measurements of very extended sources such as zodiacal emission.  Because of the three optical trains
that feed the 70 µm array, there is no position of the scan mirror that can be guaranteed to prevent a
view of the sky through one of these trains or another.  To obtain the darkest reference possible, the
slit i n the SED mode is made only 24 pixels long, and the remaining 25% of the array is not
ill uminated when the scan mirror is in SED position.  Total power measurements are obtained by
chopping the scan mirror between the default (coarse) pixel scale (center) and SED positions.  The
view of the sky is also blocked for the 160 µm array with the scan mirror in the SED position.
Therefore, total power measurements can be obtained for this band by chopping between center and
SED, simultaneously with obtaining such data for the 70 µm band.  For the 24 µm array, the view of
the sky is blocked with the scan mirror in the position for the fine scale at 70 µm; chopping between
this position and the center is required to make total power measurements.  For the germanium arrays,
it is criti cal to have frequent calibration with the stimulators.  Observations would be conducted by
moving the scan mirror to the SED position, flashing the stimulators, centering the scan mirror so the
arrays view the sky, exposing for 10 seconds in standard mode, then chopping the scan mirror to the
SED position and exposing for 10 seconds in standard mode.  For the standard observing sequence,
this cycle will be repeated five or more times to allow good identification and removal of anomalous
data, such as cosmic ray hits on individual pixels. For the 24 µm array, the sequence would be similar
but calibration will be by a single stimulator flash before or after the data are obtained. In addition,
with this array raw data frames (instead of on-board processed data as taken for the other modes) will
be sent to the ground to allow processing of the individual data frames.
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8.2.2 Performance of the Instrument

The performance of MIPS in actual use depends on many factors.  The performance of the arrays
themselves is important, but telescope and optical throughput also play an important role.  The most
important factor for observers to consider when predicting the sensitivity they will achieve in a given
measurement is the sky-background present in the field of interest.  Sources of background flux vary
with wavelength and position on the sky, and must be evaluated with care when planning observations
with MIPS.  The character of the far infrared background as it is understood today is described below.
However, MIPS will detect the background at sensitivities and spatial scales which have not
previously been achieved, so users should be conservative when estimating a signal-to-noise ratio.

8.2.2.1 SOURCES OF NOISE AND CONFUSION

At 70 µm zodiacal li ght (thermal emission from warm dust within the solar system) and Galactic
cirrus (thermal emission from warm dust clouds in the Galaxy) dominate the background.  Zodiacal
light is smooth on the scale of a MIPS frame, and decreases by roughly a factor of 2 between sight-
lines near the ecliptic plane and towards the ecliptic pole.  Zodiacal emission at a particular RA and
Dec also varies as a function of time due to the orbital motions of both SIRTF and the zodiacal dust.
As a rule-of-thumb, the zodiacal emission can be expected to change by about 1% over a one-day
period.  Galactic cirrus is concentrated near the Galactic equator, and varies on many spatial scales,
including scales that will not be resolved by MIPS.  Structures within the cirrus include wisps and
small knots, and are thus of interest for planning not only because of the background flux they
contribute, but also because they can potentially be confused with sources of interest.  The level of
cirrus varies greatly, and must be evaluated in detail (see Estimating Background Noise, section
8.2.2.2, below) for observations where high sensitivity at 70µm is desired.

At 160 µm Galactic emission dominates the overall background. However, although the cirrus
contributes somewhat to the confusing structure of the background, this structure is dominated by
emission from partially-resolved and unresolved distant galaxies. Observations that are subject to this
background are frequently referred to as "confusion limited,” because the spatial structure resembles
the superposition of many point sources, and determining whether a particular faint source is a part of
the background or is a target can be diff icult. The structure of the background effectively increases its
noise contribution above what would be calculated by simply taking the average flux contributed by
all of the sources in a region.  The structure contributes directly to the variance of the background as it
would be measured by standard aperture photometry extraction software, for example.

For observations of f ixed objects the confusion limit at 160 µm represents a hard limit to the
sensitivity that can be achieved with MIPS.  The amount of confusion noise varies somewhat with
position on the sky, and should be directly evaluated (see section 8.2.2.2) for all observations where
sensitive 160 µm measurements are desired.  For moving objects the amount of confusion noise can
be reduced by making so-called "shadow observations."  This consists of observing the object of
interest, and then re-observing the same field after the object has moved.  By subtracting the two
frames the contribution of background structure to the noise can be removed (although to what level it
can be removed is uncertain), leaving only the usual noise contribution due to the photon statistics of
the average background.
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8.2.2.2 ESTIMATING BACKGROUND NOISE

The Infrared Processing and Analysis Center (IPAC) has tools specifically designed for estimating, as
a function of position on the sky, the noise due to various background sources at all SIRTF
wavelengths. The tools are available in both an interactive form, suitable for estimating noise for a
few fields (the IRSKY tool), and as a batch inquiry system suitable for estimating noise or a large
number of f ields (the IBIS tool). These tools can be accessed via the internet at:
http://www.ipac.caltech.edu/services/irsky.html
Currently IRSKY runs only under X-windows, but will be available as a Java application in time for
the first SIRTF General Observer Call for Proposals.  While the noise levels predicted from these
tools are based on previous infrared space observations at lower sensitivity and spatial resolution than
MIPS will obtain, they are the best products available for making such estimates and should be used
for planning all observations. The only exception to this is in regions where the infrared cirrus levels
are low. In these areas the IRSKY/IBIS predicted noise levels may be seriously flawed because they
are based on measurements with inadequate sensitivity.  In these low-cirrus regions it is preferable to
use a cirrus estimate based on the atomic hydrogen column density in the direction of the target.  The
hydrogen column density is highly correlated with the cirrus background in regions where the cirrus
background is well measured.  This correlation has been extrapolated to provide an estimate of low-
cirrus regions.  The tools for estimating cirrus in this manner are also available via the internet at
IPAC and the SSC through links under http://www.ipac.caltech.edu.

8.2.2.3 ESTIMATING SIGNAL-TO-NOISE RATIO

In nearly all observing circumstances the performance of MIPS will be background-limited. That is,
the dominant source of noise in the final measurement the brightness of an object is noise contributed
by emission from the background rather than the noise due to the photon statistics of the flux from the
object itself.  In the background-limited case, the signal-to-noise ratio of an observation increases
linearly with the flux from the object, and it increases as the square-root of the integration time:

S/N = Fobj x SQRT(I time) / Fnoise

Where Fobj is the energy or photon flux from the object per second, Itime is the integration time in
seconds, and Fnoise is the noise equivalent flux estimated as described above and in the same units as
the object flux.  While this equation suggests that arbitrarily high signal to noise can be achieved by
taking long enough integrations, in practice the signal-to-noise that can be attained is finite.  The
details of the noise sources discussed in section 8.2.2.1 above set a lower limit on both the fluxes that
can be detected, and a corresponding upper limit on the signal-to-noise ratio that can be obtained for
sources of low to moderate brightness.  The S/N that can be achieved on bright sources is limited by
the reproducibili ty of measurements taken with the MIPS arrays.  The expected reproducibili ty is
roughly 4% in relative flux (i.e. S/N = 25).

8.2.2.4 SENSITIVITY

Although we have just emphasized that the performance of MIPS will depend strongly on where one
is looking on the sky, potential observers might find it useful to see the expected results in the best
sky regions. A program that requires better performance than can be obtained in these regions should
await the launching of a larger far infrared telescope. A program that appears feasible relative to these
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plots should be tested carefully against the SSC-provided tools to be sure that there is no problem
with sky backgrounds.

The most up to date plots of the expected sensitivity of MIPS as a function of operating mode and
integration time in low, medium, and high background cases are available on the SIRTF public web
site.  Examples of the point source sensitivity in low-background regions are reproduced here for
convenience. See the SIRTF public web site for details and information on background levels used.
Those web pages should always be consulted for any changes to the sensitivity estimates.

Figure 8.29 Expected sensitivity in scan map mode at 24 µµm.  At the medium
and slow scan rates the effects of cosmic rays and increased read noise largely
offset the expected gains from increased exposure time.
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Figure 8.30 Expected
sensitivity in scan map
mode at 70 µµm.  See the
text for the explanation of
the relative sensitivity at
the var ious scan rates.
The indicated 1-sigma
confusion limit is an
optimistic prediction and
for the most favorable
areas of sky. Most
programs will be more
severely affected by
confusion than indicated.

Figure 8.31 Expected sensitivity in scan map mode at 160 µµm. See the text
for the explanation of the relative sensitivity at the var ious scan rates.  The
indicated 1-sigma confusion limit is an optimistic prediction for the most
favorable areas of sky. Most programs will be more severely affected by
confusion than indicated.  The integration time is for a single sky position
as seen by the scanned arr ay.  In fast scan at 160µµm two scan legs are
required to provide a fill ed map for the given integration times.
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8.2.2.5 SENSITIVITY VS. EXPOSURE TIME

The sensitivity plots shown in this section reveal a non-intuitive dependence of sensitivity on
exposure time.  To first order one would expect the sensitivity to increase as the square-root of the
exposure time.  In fact, the sensitivity does depend in this manner on the total integration time on
source.  However, the signal-to-noise ratio within a single exposure does not follow this dependence.
This is due to the combined effects of cosmic rays and the fact that during instrument test the read
noise in the MIPS arrays was found to be larger for 10 second exposures than for 3 second exposures.
This effect is stronger for the 70 µm and 160 µm arrays than it is for the 24 µm array.

Because of the cumulative effects of increasing read noise and cosmic rays within individual
exposures, the point-source sensitivity in scan map mode is approximately independent of whether the
observer chooses the slow, medium, or fast scan rate.  Similar effects are evident in the sensitivity
plots for photometry mode.  This does not mean that the longer integration times are not useful: the
amount of wall clock time required to obtain a particular cumulative integration time on a source is
much shorter for observations utili zing the longer integration times (see section 8.2.2.7).

Figure 8.32. Expected sensitivity for photometry at 24 µµm. These calculations assume
observing parameters for a compact source (i.e., one that can always be kept on the arr ay
dur ing the measurement).
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Figure 8.33. Expected sensitivity for photometry at 70 µµm. These calculations assume
observing parameters for a compact source (i.e., one that can always be kept on the arr ay
dur ing the measurement). This graph is appropr iate for use of the large (default) pixel
scale (5 arcminute field of view).

Figure 8.34. Expected sensitivity for photometry at 70 µµm. These calculations assume
observing parameters for a compact source (i.e., one that can always be kept on the arr ay
dur ing the measurement). This graph is appropr iate for use of the fine pixel scale (2.6
arcminute field of view).
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8.2.2.6 SPECTRAL ENERGY DISTRIBUTION

Over most of its range, the SED mode will achieve 1-standard-deviation detections of 15 to 20 mJy
(slightly higher at the long wavelength end) in a single 10 second exposure. This estimate does not
include overheads for spacecraft motions and stimulator flashes, nor does it allow for the multiple
exposures required to remove the effects of cosmic ray hits. Additional information on how to
estimate total observing time for a desired integration time is available in the MIPS portion of the
SSC public web pages.

8.2.2.7 SATURATION

In general it i s undesirable to saturate the arrays by exposing them to bright sources. When they
become saturated, the detector operating equili brium is disturbed and the calibration of following
exposures might be affected. These issues are particularly important with the 70 and 160 µm arrays
because the readout ampli fiers can no longer maintain the detector bias with a saturated signal.
Consequently, there will be increased cross talk to neighboring pixels and the saturated pixel will
exhibit long time constant drifts that will reduce its sensitivity and shift its calibration.

Nonetheless, in some circumstances saturation cannot be avoided. The MIPS electronics provides a
short exposure look at each source along with the requested long exposure, so that information can be
recovered that would otherwise be lost due to saturated signals. These short exposures provide a
measure of source brightness within one second of a reset, so the practical limit for the brightest
observable source is one second of integration (although the true integration on the source is actually

Figure 8.35. Expected sensitivity for photometry at 160 µµm. These calculations assume
observing parameters for a compact source. The indicated integration time is for a
single position; to obtain a fully sampled image will require four positions and hence
four times the integration.
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less than a second in these modes). Thus, the brightest sources that can be measured by MIPS are
indicated in Table 8.7 in the column “Point Source in 1 sec.”  The correction to the brightest source
that can be measured without saturation in an integration of N seconds is just these values divided by
(N+1), where the extra second allows for dead time in the data taking cycle.

Saturation can also occur on extended emissions, as indicated in Table 8.9. In this case, we have
tabulated the numbers for a typical 10 second integration, since any measurement with extended
emission will be compromised seriously if the field is close to saturation at the end of the integration.
Again, correction to other integration times can be made linearly.

Table 8.9 Saturation levels

Observing Mode Point Source

Saturation in 1 sec

Extended Source

Saturation in 10 sec

24µm 6.4 Jy 500 MJy/ster

70µm coarse scale 8 Jy 70 MJy/ster

70µm fine scale 41 Jy 360 MJy/ster

SED (@ 55, 70, 95µm) 24, 64, 220 Jy 430 MJy/ster (@ 60µm)

160µm 17 Jy 33 MJy/ster

The general case for observations involves a combination of extended and point-li ke emission. The
implications of saturation can be computed by assuming a linear addition of the effects in Table 8.7.
For example, at 24µm if the estimated background is 200 MJy/ster, it uses up 40% of the dynamic
range in a 10 second integration. Without the background, a source of 6.4/11 = 0.58 Jy would not
saturate in a 10 second integration. However, only 60% of the dynamic range is left on top of the
background, so the brightest measurable source in the 10 second integration is 0.6x0.58 = 0.35 Jy.

8.2.2.8 OBSERVING TIME ESTIMATES FOR MIPS

The total amount of time required to obtain an observation with MIPS will generally be significantly
longer than the on-source integration time estimated from the source brightness, background
brightness, and the sensitivity of MIPS (see Sections 8.2.2.2 – 8.2.2.5).  The amount of overhead for
any particular observation is a function of the integration time and the observing mode selected.  The
actual time required to complete any particular observation must be computed by using the SIRTF
Planning Observations Tool (SPOT).  However, many observers will find it useful to have an
overview of the factors that contribute to the observing overheads for the purpose of planning their
programs in general terms.  Such a discussion is provided here, but with the important caveat that the
observing overheads that appear in these examples might differ by as much as 20% from the values
returned by SPOT, and that the values which appear here are not to be used to supplant the values
returned by SPOT.

Sources of Observing T ime Overhead

Observing time overheads are incurred as a result of both spacecraft and MIPS operations constraints.
Spacecraft operations that result in overheads are primarily related to the time required for offsetting,
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slewing, and settling/pointing acquisition.  As a result, programs that minimize the number of
pointings will be more efficient than those with many pointings.  Some programs will be able to get
around this limitation by using scan map mode, which is designed to survey large areas without
incurring excessive overheads associated with slew and settle.  However, scan map mode has
integration-time limitations, and may not be suitable for particularly faint sources. In
photometry/super resolution mode telescope offsets are required in order to switch between the three
MIPS bands: each such offset and settle requires roughly 40 seconds to accomplish.  In addition to
slew and settle times specifically required within a particular program, some amount of slew time
must be included for switching between observing programs. For the initial solicitation of SIRTF
observing programs (Legacy Science Projects), an Observatory overhead tax of three minutes will be
levied against each AOR.

There are two primary types of observing time overhead resulting from MIPS operations.  The first of
these has to do with the operation of the on-board calibration sources, the stimulators (or ‘stims’) .
The stims are employed very frequently (several times per observation cycle) for both the 70 µm and
160 µm arrays in order to track the detector response carefully.  This is true for all of the MIPS
observation modes.  Observers have no direct control over the frequency of stim flashes.
Observations made in the 24 µm band are not currently subject to a stim-flash overhead.  The second
type of overhead associated with MIPS operations involves dither motions.  In photometry mode all
observations include dithers to place the source of interest (or the desired pointing position) at a
number of places on the array.  Most of the dither motion is accomplished through the use of the scan
mirror mechanism, which moves virtually instantaneously relative to MIPS integration and readout
times.  However, the dithers also involve at least one nod of the telescope in the direction
perpendicular to the scan mirror motion direction, and these nods carry an overhead.

Another aspect of MIPS operations that observers should be aware of is that photometry mode
observations include built -in dithers that cannot be circumvented by observers.  These required dither
patterns are designed to improve the accuracy of MIPS photometry by placing sources at several
positions on the detectors (both 70 and 160 µm arrays), and to provide a fill ed 2-D image for the 160
µm array.  While the dithering does not result in an observing overhead per se, it does mean that the
minimum integration time on a source is a function of the product of the observer-selected exposure
time and the number of dither positions.  For bright sources these minimum integration times might
exceed the integration time required by a significant amount.  Further discussion of this can be found
in the descriptions of the various observing modes in Section 8.2.1.

Fractional Observing T ime Overhead

Here we provide ill ustrative values that can be used for estimating the observing time required to
complete an observation given the integration time required to achieve the desired signal-to-noise on a
source.  The observing times derived here are approximate, and might differ from observing times
calculated using SPOT by up to 20%.  Observers are required to utili ze time estimates provided by
SPOT when planning and submitting proposals.
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Table 8.10 Approximate Overhead Factors for MIPS Photometry/Super Resolution

(Small Field Option)

Exposure Time,
Band

Single-Cycle
Integration Time

Single-Cycle
Overhead

Factor

Seven-Cycle
Integration

Time

Seven-Cycle
Overhead

Factor

3 sec, 24 µm 48 sec 1.12 312 sec 0.32

10 sec, 24 µm 166 sec 0.33 1046 sec 0.09

30 sec, 24 µm 501 sec 0.11 3144 sec 0.03

3 sec, 70 µm
(default)

38 sec 1.72 264 sec 0.56

10 sec, 70 µm
(default)

126 sec 0.75 881 sec 0.30

3 sec, 70 µm
(fine)

25 sec 3.67 176 sec 1.92

10 sec, 70 µm
(fine)

84 sec 2.15 587 sec 1.47

3 sec, 160 µm 6 sec 12.99 44 sec 6.00

10 sec, 160 µm 21 sec 7.40 147 sec 4.70

The amount of overhead incurred in making an observation can conveniently (if approximately) be
represented as a factor which, when multiplied by the desired integration time, gives the observing
overhead time.  The total observation time (or total observation “wall clock time”) is just the
integration time plus the overhead time, and can be represented as:

Observing Time = (1 + overhead factor)  *  Integration Time.

In Table 8.10 we tabulate the overhead factors for observations taken in photometry/super resolution
mode for the available MIPS exposure times. Note that the tabulated integration times are in real time
seconds, not “MIPS seconds” (see Section 8.1.4.1).  While the combination of dither patterns and
minimum exposure time result in fairly long minimum effective integration times, almost any
arbitrary integration time longer than the minimum can be obtained by combining sets of seven-cycle
observations with single-cycle observations.  For most dither patterns, for cycles up to seven there is
only one spacecraft offset, with all other dithers being done with the scan mirror. This is to minimize
accumulated overhead caused by unnecessarily repeating motions that require slew and settle
overheads, while scan mirror motions do not. For cycles above seven, the number of spacecraft
motions depends on the natural break points in the sequence. For the purposes of estimation of
observing times, the simple method described here will give adequate results. The SSC planning
software accurately accounts overheads associated with multiple cycles of the observing sequence.
Note that for purposes of determining whether a source will saturate the MIPS detectors, the exposure
time matters, while for purposes of calculating signal-to-noise ratios, integration time is the
appropriate quantity to consider.  Note also that these overhead factors are for observations in a single
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band: if multiple wavelengths are desired, an additional 40 second overhead is incurred for offsetting
the spacecraft to bring the object into view of each additional band.

Observing overheads for scan map mode are somewhat more diff icult to summarize than are those for
photometry mode.  Because the three MIPS arrays view different areas of the sky, the length of a scan
leg must be somewhat longer than the length of the region being mapped.  The overscan distance
required to obtain a 3 wavelength full -coverage map is about 20.7′.  Data will be obtained in the
overscan region, but will not be co-spatial in all 3 bands, and might have somewhat larger than usual
pointing uncertainties in the first several DCEs.  The time spent covering the overscan region is
considered observing overhead; the amount of overhead depends on the scan-rate selected by the
observer, as summarized in Table 8.11.

Table 8.11 Overscan Times for M IPS Scan Map

Scan Rate Overscan Time

Fast (17” /sec) 1.2 min

Medium
(6.5” /sec)

3.2 min

Slow (2.6” /sec) 7.9 min

Exposure times in scan-map mode are determined by the scan rate selected.  Likewise, the integration
time on any particular point in the scan-map is also determined by the selected scan rate, although
deeper integrations can be obtained by re-scanning a region and coadding the resulting maps.  The
exposure and integration times for the three MIPS arrays as a function of scan rate are detailed in
Section 8.2.1.1, and that section should be referred to in order to estimate sensitivity as a function of
flux, and saturation fluxes as a function of scan rate.  The length of time required to complete a 5′
wide scan leg is just the length of the leg divided by the scan rate (including the overscan distance).  If
the region to be mapped is wider than 5′, the map must be built up by specifying multiple scan legs,
possibly with some overlap between those legs.  Each time a scan leg finishes and a new scan leg is
begun, an overhead of about 30 to 60 seconds for “ turnaround time ” (time to stop the scan and begin
set up of the new scan leg), which includes an offset and settle, is incurred.  There is also a 30 second
overhead incurred at the beginning of each scan map AOR for establishing initial pointing, settling,
and beginning slew.

Additional details on observing overheads and time, including examples and updated information can
be found on the SIRTF public web site in the MIPS Instrument Pages (http://sirtf.caltech.edu).

8.2.2.9 IMAGE QUALITY AND DISTORTION

For most applications, MIPS can be taken to be purely diff raction limited. The wavefront error
introduced by the instrument optics at the center wavelength of each photometric band is li sted along
with the requirements in Table 8.12. Only in the 24 µm band is the wavefront distortion significant,
and the quoted value holds only near corners of the field of view; the wavefront error is significantly
smaller over most of the array.

Because the MIPS optical train is made up purely of off-axis reflective elements, some degree of scale
change across the re-imaged focal planes is inevitable. All optical trains meet the requirement that this
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distortion should not exceed 10% (defined as 100 x [(max scale)/ (min scale) - 1]). Most bands exceed
the requirement comfortably (see Table 8.12). Nonetheless, to coadd images taken at differing places
on the array, and for other science applications, it is important to correct the data in all bands for the
image scale changes.

Nominal correction of optical distortions will be performed in pipeline processing of the MIPS images
and maps, and necessary data will be supplied to the observer to take out the corrections if desired
(see Data Products section 8.3.2)

Table 8.12  Optical Distor tion in MIPS

8.2.2.10 SCAN ALIGNMENT

Scan Map Mode operation requires the use of the MIPS CSMM to compensate for image motion
during SIRTF S/C continuous scan motion. The desired result is the simultaneous delivery of a
succession of stationary sky images to all MIPS FPAs.

Ideally the S/C slews its view vector along a straight line in object space (able to be oriented to MIPS
needs) at a constant angular velocity. Ideally the MIPS CSMM moves at a constant angular velocity
(to which the S/C rate can be matched). Given an ideal optical system the full field images will
remain fixed on the FPAs for the duration of the integrations.

The actual instrument departs slightly from these ideal conditions. There are two general classes of
image smear due to the scan mirror motions:

A.  Image smear sources in individual bands:

1. Departures from constant angular velocity.

2. Changes in field distortion or magnification during scan motion.

B.  Image smear sources as a result of a mismatch between bands:

1. Angular magnification mismatch between the sides of the instrument at the CSMM.

2. Direction of image motion mismatch between sides of the instrument.

RM S Wavefront
Req./Performance*

Distortion
(Req. 10%)

24µm Band 0.067 / 0.061 4.7%

160µm Band 0.040 / 0.021 9.7%

70µm Survey 0.040 / 0.022 1.9%

70µm Super
Resolution

0.040 / 0.021 7.5%

70µm SED 0.040 / 0.022 4.1%
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Analysis of CSMM operation during instrument test indicates that all of these sources of image smear
should lie well within the FWHM of the diffraction limited image, and for most observing modes
should be virtually undetectable in the observed shape of the PSF. The one minor exception is in the
scan map mode at the fast scan rate where a slight elongation of the images may occur due to sources
of type B, which cannot be reconciled through adjusting the spacecraft motion or the scan mirror
action. The mismatch may become apparent in this mode because of the relatively long throw over
which the CSMM is used to freeze the image motion.

8.2.2.11 GHOST IMAGES

Reflections from filters in front of focal plane arrays frequently cause ghost images. In the case of the
160 µm band it has been possible to tilt the bandpass filter far enough so that no ghosts will occur, but
at 24 and 70 µm very faint, slightly out of focus ghost images do appear. The intensity of the ghost
images, measured during test of the integrated MIPS is ≤ 0.5% of the brightness of the primary image
at 24 µm, and is 2% of the brightness of the primary image at 70 µm. The single ghost image formed
on the 70 µm array is 6 pixels (in wide-FOV mode) from the primary image.  Characterization of
ghosts in the 70 µm narrow-FOV mode will be performed during In Orbit Checkout (IOC).  Further
details regarding ghost images (eg. direction of ghost image offset, dependence of offset on position
on the array) will be available from the SIRTF public web site if needed.
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8.2.3 MIPS AOT Cookboo k

In this section, we present information relevant to filli ng out Astronomical Observing Templates
(AOTs) for basic MIPS observations. The MIPS AOT inputs are relatively few, and designing a
typical MIPS observation is not complicated. However, the design of all MIPS observations should be
based on a careful examination of the far-infrared properties of the particular region of the sky to be
observed, and a good understanding of MIPS operation, capabiliti es, and limitations. In addition, the
orientation and rotation of the SIRTF focal plane can be a factor, as can the three hour limit of a MIPS
AOR (e.g. for large scan maps).

The Cluster Option is a way to conveniently specify repetitions of one or multiple observations at
several closely grouped pointings  (within approximately 1 degree of initial target). The observations
done at each cluster position are identical, and done in the same pointing sequences as for a single
target AOR. The observational modes that can be specified under the cluster option are: MIPS
Photometry and Super Resolution, SED, and Total Power.

Observations of moving targets can be made in a co-moving frame in for all MIPS AOTs, including
Scan Map.

For all AOTs the number of cycles selection is the number of times to execute the basic observing
sequence or full map sequence as described in Section 8.2.1. Observers are reminded that in
photometry/super-resolution mode MIPS always takes multiple, dithered frames, each with the
specified exposure time. Because of this, the total exposure time that can be specified by the user is an
integer multiple of the single frame exposure time, and the number of dither positions imposed on all
photometry AORs; the total on-source integration time is quantized as a result. The number of cycles
selection determines how many of these integration-time quanta will be obtained.  Likewise, on-
source integration time is quantized in scan-map mode, depending on the selected scan rate, and
selecting more than one scan cycle will build up integration time in multiples of that single-cycle
integration time.

Because of noise improvements relating to characteristics of the stressed Ge:Ga 160µm detectors,
when a 10 second exposure time is selected, the 160 µm detectors will be reset twice within the
exposure  interval. This effectively results in two exposures at 160 µm before dithering when using
the 10 second exposure option. The implementation details of this mode remain uncertain as of this
writing, and small changes in effective integration times tabulated elsewhere in this chapter might be
required. The 160 µm sensitivities for 10 second exposures include the multiple resets, so no impact
to observation planning is expected to arise from the implementation details.
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8.2.3.1 EXAMPLE: PHOTOMETRY AOT

Assume a photometry observation in the three MIPS bands will be made to determine the far-infrared
colors of a point source, or one that is only slightly extended (≤ 2′ at 24 and 70 µm, ≤ 1′ at 160µm),
such as a circumstellar disk source. From the observer-predicted flux estimate for the three bands and
the MIPS sensitivity charts, it is determined that 200 seconds of on-source integration time is needed
at 24 µm, and 100 seconds is required at 70 and 160 µm. This will require two cycles of the basic
dither pattern at 24 µm (316 seconds total on-source integration time for the 10 second exposure
time), one dither-pattern cycle at 70 µm at the default pixel scale (120 seconds on-source at the 10
second exposure time), and five dither-pattern cycles at 160 µm (giving 100 seconds integration for
the 10 second exposure time). Figure 8.36 shows an example of the AOT front-end for specifying this
observation in the MIPS Photometry/Super Resolution section of the SIRTF Planning Observations
Tool (SPOT).

Figure 8.37 SPOT AOT front end showing the sett ings for defining a super
resolution observation at 24 µµm and 70 µµm.  In order to obtain the proper
sampling at 160 µµm, the “ Set Map” checkbox for 160 µµm must be activated.
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The Photometry/Super Resolution cycle number limit (20 cycles) might, in some cases, be reached
before the maximum AOR time is reached. For such observations, it is recommended that the
observer reposition the object or field on the array. This can be most easily accomplished with Cluster
Option offsets, or by doing small raster maps.

8.2.3.2 EXAMPLE: SUPER RESOLUTION AOT

Super Resolution requires a somewhat different observing strategy from normal photometry
observations.  The 24 µm pixel sampling provides proper sampling of the PSF using the standard
photometry dither sequence, so no modifications are necessary. For super-resolution at 70 µm, the
fine pixel scale must be selected, while at 160 µm, a 3x1 raster map should be selected, (see Figure
8.38) using 1/8th array stepping in the cross scan direction, to provide the needed pixel sampling.

If, for example, the observer estimates that 600 seconds of on source integration time in 10 second
exposures is required at 70 µm in the fine scale, then at least eight cycles of the standard fine scale
observing sequence will be required. If, as above, 160 seconds is required at 160 µm, three cycles of
the standard sequence at 10 second exposure times will provide about 180 seconds per pixel
integration time in the 3x1 map sequence.

Figure 8.36  SPOT AOT front –end showing the inputs required to specify the
basic photometry observation in 3 colors of a point-li ke source.
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In Figures 8.37 and 8.38, example SPOT inputs are shown that will obtain Super Resolution sampling
in the three MIPS bands.

8.2.3.3 EXAMPLE: LARGE FIELD PHOTOMETRY AND RASTER MAPPING

Suppose you wish to image a face-on spiral galaxy that is about 3.5 arcminutes in diameter, and there
is fairly uniform sky around it. The standard photometry dither patterns are designed to image sources
less than about 2′ in size. The “large field” patterns are suitable for sources less than about 4
arcminutes in size. The large field dither patterns (described in Section 8.2.1) assemble images
centered on the source coordinates and acquire background data near the source in the “in-scan”
direction. For 24 µm, the background data are acquired with a telescope slew to an observer defined
distance from the source. At 70 and 160 µm, the sky data are acquired through scan mirror motions.

Figure 8.38 The 160 µµm raster map definition dialogue box, showing the
sett ings required to obtain a super-resolution observation by sett ing up a 3 by 1
raster map.

Figure 8.39 SPOT large-source AOT dialogue box showing the sett ings that
would be selected for imaging the ~3arcmin diameter galaxy of this example.
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Specifying a large field source is no different from standard point source photometry, except that a
background chop distance for 24 µm needs to be specified (300″ is the default), and the large field
option selected. See Section 8.2.1 for how the data will be acquired. Figure 8.39 shows an example
large field specification for a galaxy like that in Figure 8.25b.

For regions with complex background, or sources larger than about 4 arcminutes, the photometry
raster map option can be selected. This option is only available with the small field dither patterns and
the default 70 µm pixel scale (10″). Stepping is done in array coordinates only, in the cross-scan
direction and the in-scan direction. Steps in the in-scan direction at 160 µm are defined in fractions of
that detector’s effective field of view (2′ x 5′), which is fill ed through multiple steps of the scan

mirror. All other step sizes are defined as fractional array size steps. Because the small field dither
patterns move the pointed position over a relatively large area of the arrays, a MIPS raster map will
have large overlaps of exposures. This overlap is required for proper frame-to-frame calibration of
these far-infrared Ge:Ga images, especially when  complex background structures are present in the
images. Examples of the inputs for a simple raster map are shown in Figure 8.40.

There is no simple formula for determining whether a large region of sky can be observed more
eff iciently using a raster map or a scan map. Scanning is very eff icient for covering large regions on
the sky in all three MIPS bands, but does not integrate especially deeply. For deep observations of
regions 4′ to 10′ in size, it will typically be more eff icient to use the raster option. The observer
should compare the times required by example inputs to SPOT in order to determine the most
eff icient observing mode. Other considerations should also be taken into account, such as data quali ty,
depth, and full coverage at 160 µm.

8.2.3.4 EXAMPLE: 4 SCAN MAP AOTS

MIPS scan mapping is useful for eff iciently imaging large areas of sky in all three MIPS bands. As
discussed below, the design of a MIPS scan map will be influenced by several factors; the larger the
scan map, the more stringent the constraints resulting from these factors will be.  The primary factors
to consider are: 1) required integration time (i.e., scan rate), 2) scan leg size, and 3) scan leg
orientation. The basic inputs for a MIPS scan map (scan rate, scan leg length, and scan leg offset, each
selected from a list in the Scan Map AOT front-end), directly address two of these. The scan leg
offsets in the cross-scan direction determine the amount of overlap between scan legs, and can be

Figure 8.40 Sample input window for a simple raster map at 24 µµm.
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different for a change from the initial, forward scan direction, than for a change from the reverse to
the forward direction.

The orientation of the scan legs on the sky needs to be taken into account in designing the map.
Obviously, orientation will be a consideration for covering the desired map area. However, orientation
can become a complicated design issue for large maps because of limitations on SIRTF pointing and
roll angle, and because there is a three-hour limit on the duration of a single MIPS AOR (longer
observations must be submitted as a series of AORs).  The orientation of the SIRTF focal plane is a
function of ecliptic latitude and time of year.  If a scan map is broken up, the observer must take steps
to insure that the timing of execution of the component scan maps is such that adequate overlap
between those component maps is achieved.  This is not a significant problem for fields lying near the
ecliptic plane, as the focal plane does not rotate very much in that region of the sky.  For fields at high
ecliptic latitude the focal plane orientation changes appreciably over a period of a few days, so large
scan maps in that region must be carefully designed so that there are no unwanted wedges of un-
observed sky between the component maps.  On the other hand, maps at high latitude can be specified
with an arbitrary orientation by specifying the time at which the observations are to be obtained.  This
flexibil ity is not available for low-latitude maps, where map legs will all run nearly north-south.

Multiple AORs requiring similar orientation can be chained, or constrained to be done close in time.
The observer is advised that specifying very tight constraints will limit t he schedulabili ty of the AOR.
A large map constructed out of small , square submaps that can be pieced together with acceptable
overlap and no constraints will be the most straight-forward to construct and suffer the least chance of
scheduling difficulties.

Definitions: A "scan leg" is defined to be in one direction only. An "up and back" scan is made of two
scan legs. The scan leg length as input to SPOT is the “full coverage” length in all three MIPS bands.
The actual distance over which a scan is made is approximately 21 arcminutes longer than the full
coverage scan length. This “overscan” area does not provide co-spatial coverage in all three bands,
but otherwise overscan data will be of the same quali ty as in the rest of the scan map. The target
coordinates are defined to be the map center location. The cluster option is not available for MIPS
scan mapping.
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Fast reset option: There will be observations for which the background at 160 µm could saturate the
detectors even at the fast scan rate, while the 70 micron background will not limit the observation in
this way. For this reason, an option has been provided, for the fast scan rate only, to reset the 160
micron detectors twice as rapidly as the 70 micron detectors – giving an effective exposure time of 1.5

seconds at 160 µm and 3 seconds at 70 µm. This option should only be used when required for high
background regions. Calibration performance of this mode at 160 µm will not be firmly established
until i n-flight tests can be made, and is unlikely to be as good as the normal-reset performance.

Figure 8.41  SPOT AOT front-end for 1° x 1° medium scan-rate map.  This AOR
design only provides single sampling at each point at 160µm.
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“ 160 micron required” check box: Because of SIRTF’s need for active cooling of the telescope
primary mirror and single instrument operations, there will be (known) times when the telescope is
warmer than 5.5 K, thereby limiti ng 160 µm performance. Under normal operations the telescope will
always be maintained at 5.5 K during MIPS campaigns, and high quali ty 160 µm data will be
obtained. For observations that happen to be scheduled immediately at an instrument changeover, this
level of performance cannot be assured without allowing extra time for cooldown. For the vast
majority of SIRTF observations, maximally high quali ty 160 µm data will be obtained whether this
box is checked or not. Check this box if your observation requires ultimate performance at 160 µm.
For observations requiring specialized scheduling or strong constraints, this might negatively impact
scheduling of the observation. If the box is not checked, high quali ty 160 µm data should be

Figure 8.42 The SPOT AOT front-end for the 1°° x 0.5°° fast scan-rate map with
full coverage at 160 µµm provided by the small cross-scan step for return legs.
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considered serendipitous, though usually the 160 µm data quali ty will be just as good as if the 160 µm
checkbox is selected.

Examples of simple maps: Figure 8.41 shows the SPOT configuration for a basic medium scan rate, 1°
x 1°  map, with 302″ cross-scan steps. The total time required to obtain this map is very nearly 3
hours, so only one map cycle can be done per AOR. For this configuration, the 160 µm scans will
have no overlap or data redundancy. It is therefore recommended, for good quali ty 160 µm data, that
this AOR be repeated at least once. Inherent multiple redundancy at 24 and 70 µm removes that need
if only these bands are of interest. However, detection of asteroids in these data will require at least a
second map obtained at a later time.

Figure 8.43  SPOT AOT front-end for the 5°° x 5′′ scan map which is rescanned 8
times to give good coverage at 160 µµm.
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Figure 8.42 shows the SPOT inputs to define a 1° x 0.5°  map using the fast rate.  The 160 µm data

will contain coverage gaps (see Section 8.2.1), but this AOR design fill s the gaps because the small
cross-scan step for the return legs of the map brings the second leg back along nearly the same path. A
full pixel sized offset is made automatically to achieve a fully sampled scan path. The minimum scan
leg length for the fast rate is 1 degree.

Figure 8.44 SPOT AOT front-end for the large 2°° x 2°° scan map broken up into
smaller , 0.5°° x 0.5°° submaps to ease scheduling constraints and to meet the 3-
hour maximum time allotment for a MIPS AOR.
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Example of a narrow, multi -scan strip: A scan map might provide a very effective and eff icient way
of acquiring multi -band data on a long, narrow strip of sky. An example might be repeatedly scanning
in a narrow strip to build up the desired integration time. An example of a scan strip 5° long rescanned
8 times is shown in Figure 8.43. This particular map design will fully sample the 160 µm field four
times. A small cross scan offset is made for enhanced sampling and protection against bad pixels.

Example of a large map that requires multiple AORs: Suppose a map of a square 2° x 2° field is
desired. A total integration time of about 160 seconds per point is needed at 24 and 70 µm, and 16
seconds per point will give good results at 160 µm. These integration time needs can be met by  a map
constructed out of segments done at the medium scan rate and repeated 4 times. How the map should
best be constructed and grouped will depend in part on the ecliptic latitude of the region as discussed
above. For this example, we use only small map overlaps. As such, it is assumed that the rotation over
time is minimal, small gaps in the mapped region caused by rotation of the FOV are acceptable, or
filli ng in of the gaps by a second map grouping can be done without loss of science. If we assume the
latter is the case, then the entire region could be mapped in one grouping of AORs that have a loose
time interval constraint, and then remapped with another grouping of AORs with a similar, but later
loose time interval constraint. It is also important to keep in mind that the overscan region of each
submap, while not providing full coverage in all three bands, will significantly overlap with adjacent
map regions in the in-scan direction. We will i gnore that in this example, but note that this will
provide some data in the “gap” regions, partially filli ng them in, leaving only possible gaps in the
cross scan direction.

We will make the initial map from a group of sixteen 0.5° x 0.5° medium scan rate AORs with 302″
cross scan steps (giving 6 half degree scan legs required) and two map cycles.  Map-center
coordinates for each submap AOR will be placed 0.5° apart, or somewhat less depending on edge
overlap requirements. A loose time interval grouping constraint will be requested to insure all the map
segment AORs will be done at roughly the same FOV orientation, instead of fully random orientation.
A second group of sixteen AORs like the first, but grouped for a somewhat different time interval,
will be created to do the second mapping of the same region at a slightly different FOV orientation
overall . If additional integration time is needed,  more groupings could be made. This technique of
remapping of a region at a later time will provide a good means of detecting asteroids in the data, and
will provide better results at 160 µm by adding redundancy to the data. An example of one of the 0.5°
x 0.5° submap AORs is shown in Figure 8.44.

8.2.3.5 SPECTRAL ENERGY DISTRIBUTION

Full examples util izing this observing mode will be incorporated into future versions of the
Observer’s Manual. The observing sequence for MIPS SED will be simple and straight-forward to
define. A selection for the size of the CSMM chop distance for background measurements and
exposure time will be available. A simple raster map option like that for Photometry/Super Resolution
will be available as well .

8.2.3.6 TOTAL POWER MODE

Full examples util izing this observing mode will be incorporated into future versions of the
Observer’s Manual. A default observing sequence will be available. The basic Total Power Mode
(TPM) SPOT inputs for each band selected will be exposure time and the number of sky/dark
sequences.
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8.3 Data

8.3.1 Data Calibration

8.3.1.1 PHOTOMETRIC ACCURACY

The ultimate absolute accuracy of the photometry that can be derived from MIPS data is expected to
be 4%.  Data obtained during instrument test confirm that this level of accuracy (which is much better
than has been achieved with data from previous far-infrared observatories) will be possible.  The
relative accuracy of the data from MIPS is expected to reach an ultimate accuracy better than 4%.
However, observers should expect the initial relative and absolute accuracy to be about 10% and 20%
to 30% respectively, with considerable improvement expected by the end of the first year.  All
archived MIPS data will periodically be reprocessed as significant changes in the calibration are
determined and implemented. The 160 µm data will offer the greatest challenges to the pipeline
calibration process, and it is possible that those data will not provide such a degree of accuracy for a
considerable period of time after In Orbit Checkout.

8.3.1.2 WAVELENGTH CALIBRATION

The spectral resolution and wavelength coverage of SED mode were calibrated during instrument
acceptance testing using observations of a blackbody source with and without an intervening
bandpass filter.  The resulting calibration is believed to be accurate to better than 3% in resolution and
absolute wavelength.  While adjustments of the calibration are possible after In Orbit Checkout and
on an ongoing basis, SED data frames will be rectified such that all columns in a FITS frame have the
same wavelength, and header fields for calculating the wavelengths will be supplied with the data.

8.3.1.3  SCIENCE OBSERVATION CALIBRATION PROCEDURES

As described in section 8.1.3.5, the internal calibration sources, or stimulators, play an all -important
role in calibrating the MIPS data.  The stimulators are used as relative calibrators, tracking drifts in
the responsivity of the detectors. The brightness of the stimulators is tied to periodic observations of
well -calibrated celestial standards. At a minimum, the celestial standards will be observed at the start
and end of each MIPS campaign using the standard Photometry AOT.

The fundamental MIPS flux calibration will be against normal stars (section 8.1.3.5). Except for the
occasional dedicated calibration AOR of celestial standards, an individual science AOR does not
depend on any other science AORs for obtaining calibration. Each MIPS AOR is internally calibrated.
Because of the use of the stimulators as relative calibration sources, this method is robust and stable
over an instrument campaign. This relative calibration method also allows the varying instrument
response to be frequently referred to the signals from the celestial standards. For the Ge:Ga arrays the
stimulators will be flashed approximately every 2 minutes or less as an integral part of the basic
observation sequences. Because of the inherent longer term stabili ty of the Si:As array, that detector
utili zes much less frequent stimulator flashes. The frequency of stimulator flashes is predetermined by
the SSC, and cannot be selected by the individual observer.

Detector dark current measurements are made for each array individually by positioning the scan
mirror such that the array views only the interior of the cold instrument.  The optical layout of MIPS
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is such that only one array at a time can be completely hidden from light entering through the
telescope.  In fact, only about two thirds of the 70 µm array can be placed in the dark at once, so for
that array the dark current measurement is made in two. Dark current measurements are expected to
only be required at the beginning and end of each MIPS campaign. To avoid any scattered light from
nearby very bright sources affecting the measurement, the telescope will be pointed toward a region
known to be free of such sources during the dark current measurement sequence.

Flat fielding of the Ge:Ga detector arrays will be achieved by using calibrated stimulator ill umination
patterns. The stimulators are calibrated using a flat field matrix determined from “uniform” sky
measurements at the start and end of instrument campaigns. The details of how the on-sky flat field
measurements are to be implemented will be determined during Observatory In Orbit Checkout. The
specifics of the flat field procedure will t ake advantage of fundamental MIPS observation techniques
to obtain the highest quali ty flat field data possible (median combine of multiple scan map legs with
source rejection, for example). Standard astronomical observation practices will be used in
determining the flat field response of the arrays and in the processing of the data.

Annealing of the Ge:Ga arrays will be done every three hours to remove accumulated responsivity
changes induced by cosmic rays. The Si:As focal plane array will be annealed once per MIPS
campaign, or once per week whichever is shorter.

8.3.1.4 OBSERVING CAMPAIGN CALIBRATION PROCEDURES

Sets of basic data for determining the absolute calibration of the detectors will be obtained at the
beginning and end of each MIPS instrument campaign.  Various types of well -studied astronomical
sources will be observed for this purpose (see section 8.1.3.5). It is expected that these observations
will not need to be taken more frequently because of the stabili ty of the stimulator output over time,
and the exhaustive use of stimulator flashes built -in to all MIPS observing templates. Changes to and
ordering of these Start-up and Shut-down sequences will be made as needed based on information
gathered during In Orbit Checkout of the instrument and the Observatory. To keep the Observatory
observation efficiency at a maximum, “unnecessary” calibration data acquisition will be avoided.

Start-up sequence:

�
 If not already on for IRS, switch on the Combined Electronics and other MIPS electronics

requiring specific turn-on commanding.
�

 After the required warm-up time (0.5 hour), proceed with routine calibration measurements.
�

 Obtain Ge:Ga detector bias calibration observations
�

 Slew to MIPS “dark sky” region.
�

 Thermal anneal all detector arrays.
�

 Acquire dark current data frames for all arrays.
�

 Slew to MIPS “ flat sky” and acquire flat field frames using Scan AOT to provide average uniform
ill umination

�
 Acquire flat field projector and stimulator data for the flat field matrix.

�
 Slew to Observatory cross-calibration flux standard(s) for 24 µm. Observe using the Photometry

AOT.
�

 Slew to MIPS 24 µm flux standard(s) (if different from above) and observe using the Photometry
AOT.

�
 Slew to MIPS 70 µm flux standard(s) and observe using the Photometry AOT.
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�
 Slew to MIPS 160 µm flux standard(s) and observe using the Photometry AOT.

�
 Proceed with science observations as planned for the instrument campaign.

Shut-down Sequence:

�
 End science observations at the scheduled time.

�
 Slew to MIPS “dark sky” region.

�
 Thermal anneal all detector arrays.

�
 Acquire dark current data frames for all arrays.

�
 Slew to Observatory cross calibration flux standard(s) for 24 µm. Observe using the Photometry

AOT.
�

 Slew to MIPS 24 µm flux standard(s) and observe using the Photometry AOT
�

 Slew to MIPS 70 µm flux standard(s) and observe using the Photometry AOT
�

 Slew to MIPS 160 µm flux standard(s) and observe using the Photometry AOT
�

 Obtain Ge:Ga detector bias calibration observations
�

 If not required by IRS, switch off the Combined Electronics and other MIPS electronics requiring
specific turn-off commanding.
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8.3.2 MIPS Data Produ cts

The nature of the SSC pipeline data processing of MIPS data and the resultant data products are
described here and in the following section.  As analysis of test data from the flight and flight spare
arrays and the instrument proceeds, there might be revisions to the details of this description. But,
such revisions are expected to be minor in scope.  This description applies to data obtained and
processed within at least the first year of the SIRTF mission, and so applies primarily to Legacy
Science and Guaranteed Time observations. Any significant evolution of the information provided
here and in the following section will be documented on the SIRTF Public Website as it becomes
available. In order to fully understand and assess the characteristics of MIPS data, the data processing
capabiliti es, and limitations for the Ge:Ga data in particular, it is important for the observer to
carefully examine and understand the photoconductor detector behavior (Section 8.1.3.3), calibration
strategy (Section 8.1.3.5 and 8.3.1), data acquisition methods (Section 8.2), and how these relate to
each other.

MIPS data will be delivered to observers as FITS image format files.  Because of the complexity and
redundant nature of the MIPS AORs, three distinct types of data will be generated by SSC pipeline
processing.

Basic Calibrated Data products (BCDs) for MIPS are data derived from a single data collection event
(a DCE, or a single frame exposure). The Basic Calibrated Data are planned to be the most reliable
product achievable by automated processing. Some refinement in processing, especially for the Ge:Ga
detectors, will li kely occur during the early part of the SIRTF mission.  BCDs for all AOTs will be in
the form of images, except that SED will be provided as dispersion corrected and calibrated two-
dimensional spectral images.  BCD images will have had the effects of cosmic ray impacts
determined and corrected.  The total integration time for the individual BCD frames is the observer-
specified exposure time (i.e. 3, 10, or 30 seconds), not the total integration time accumulated during
the multiple on-source exposures that result from an AOR.  No background or sky subtraction will
have been made. BCD products will be composed of single frame FITS image files and a full set of
header information keywords, including standard FITS Field of View distortion, epoch, pipeline and
calibration version.  The BCD products will be calibrated in Jy/arcsecond2  (MJy/ster for Total Power
Mode data).

Browse Quality Data products (BQD) are derived from a full AOR (e.g., a map or a dithered
photometry observation). These data are the result of combining single Basic Calibrated Data frames
to produce an averaged and registered single image suitable for photometric measurements, or a
registered mosaic of a scan map or raster map data, with first order removal of seams between the
component images. MIPS Browse Quali ty Data will be calibrated in Jansky/arcsecond2  (MJy/ster for
Total Power Mode data) and wavelength (when appropriate).  The BQD products will be delivered to
the observer in the form of a single FITS image file per AOR, and will i nclude a full compliment of
header keywords.

The Raw Data products are the unprocessed array images (in unprocessed counts per pixel).  These
FITS image files will allow the observer direct access to the data, but will still contain the diff icult to
calibrate detector behavior inherent to Ge:Ga detector technology for the 70 µm and 160 µm frames.
No cosmic ray removal will have been performed.

Additional MIPS pipeline products derived from the BQD will i nclude a list of extracted point
sources.  The list will i nclude at least positions within the uncertainties of the spacecraft pointing



224

system and array geometry knowledge (Section 8.3.3), flux density (aperture and profile), signal-to-
noise ratio, and associated uncertainties. For data acquired within an observation request (AOR), a li st
of  “band-merged” point sources (at 24, 70 and 160 µm) will also be provided as available. This li st
will i nclude at least the refined positions, flux density (aperture and profile), signal-to-noise ratio, and
associated uncertainties. For bands with no detection, a statistically meaningful flux upper limit will
be estimated from the underlying data frames (when they exist).  Potential moving objects within an
observation request (AOR) will be flagged. No attempt at extended source extraction will be made.

8.3.2.1 CALIBRATED DATA UNITS

The basic calibrated data (BCD) product, which is the primary data returned to observers after
pipeline processing, consists of individual frames where the pixel values are in units of Jansky /
arcsecond2.  Jansky is a flux density unit defined as:

1 Jansky = 1 Jy = 10-26 W m-2 Hz-1 = Fν

The conversion between Jansky and flux density in W m-2 per unit wavelength is accomplished via

Fν × 10-26 × c / λ2 = Fλ

where the wavelength bin-width is specified in the same length units as λ and c.  For example, if c is
taken as 3x1014 microns s-1 and λ is specified in microns, the above equation results in Fλ being in
units of W m-2 micron-1.

8.3.3 MIPS Data Process ing

Basic Calibrated Data images will be accompanied by ancill ary data planes in FITS files or as
extensions to the two dimensional image data. These will i nclude, but are not limited to: traceable
uncertainties per pixel (an error image), calibration and pipeline reduction pedigree per pixel, and
appropriate flux conversion factors. Production of the Basic Calibrated Data will i nclude removal of
electronic signatures (as applicable) such as a “droop” correction in the 24 µm array data (see, also,
Chapter 7), dark current subtraction, non-linearity of sample ramp slopes (Ge:Ga), a robust fitting of
ramp slopes to determine total counts per second (Ge:Ga), and the flagging and removal of single or
multiple cosmic ray hits using robust Baysian techniques for the fully sampled Ge:Ga exposure ramps
sent to the ground. When possible, corrected ramp slopes will be adjusted and spliced as required. The
inherent redundancy of the MIPS data acquisition adds additional compensation for cosmic ray effects
in the combined data. Bad pixels will be identified and masked as appropriate. For a uniform diffuse
background, the pixels in a BCD image will report equal values (within noise statistics; a.k.a. flat
fielding of the arrays will be preformed). The flat field of the Ge:Ga array data will be determined and
maintained temporally for the Ge:Ga arrays as described in Section 8.1.3.5. A first order correction
for saturation during an exposure will be made. The degree to which saturation can be corrected
becomes limited for bright sources that saturate the detectors early in the exposure. Correction of raw
counts to flux density per pixel will be done based on the detector behavior described elsewhere in
this chapter (Section 8.1.3.5). The flow, or order of processing steps will be refined as additional
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analysis of laboratory test data and In Orbit Checkout data are obtained, as will t he details of the
processing algorithms.

The Browse Quali ty Data products are planned to allow a high level of scientific analysis without
further processing. However, whether this product is suff icient for a particular program will depend
upon the specific scientific needs of that program. For example, the SSC MIPS pipeline will not
provide the type of refined data processing needed to achieve “super resolution” imaging that can be
achieved with the available MIPS data acquisition modes. Observers requiring this type of processing
in the combining of BCD images will need to apply standard techniques, or develop new ones as
required by the demands of the data and/or the science goals.

The MIPS Browse Quality Data are derived per observation request (AOR), and does not extend to
multiple AORs in an Observer’s program. It is composed of FITS image files of size MxN as defined
by the specific observation or map, that are the result of optimally mapping the constituent frames
into the Browse Quali ty Data frame with minimal loss in resolution. The pointing offsets used in
mapping of individual frames into the Browse Quali ty Data will be derived from an optimal offset
estimation method, e.g., point source extraction. If insuff icient point sources are available, then the
data will be aligned using spacecraft and CSMM pointing knowledge only. Individual frames will be
adjusted such that the overlap regions will be statistically similar, within the limitations of the large-
scale background and slow response characteristics of the Ge:Ga detectors. This implies that some
edges might be visible for certain types of varying backgrounds. This li kely will especially be true for
adjacent legs of a scan map over a region with significant and varying background. The absolute level
to which edge effects and scan leg baseline offsets will be removed in the BQD will not be known
with certainty until data can be taken in flight on actual sky backgrounds. For observers requiring
very uniform maps of extended source regions, there should be some expectation of additional
required data processing to correct for edge effects and scan leg baseline offsets in the Ge:Ga data of a
scan map. Such effects will be minimized in the other MIPS observing modes. The zodiacal
backgrounds will be maintained only within an individual observation (AOR).

Observers who wish to produce maps of areas larger than can be imaged in a single AOR will have to
merge individual BQD frames themselves in order to obtain the combined dataset. Characterizable
Ge:Ga long-term detector behavior will be included as part of the Browse Quali ty Data processing.
No background or sky subtraction will be made as part of the BQD processing. Ancill ary data images
similar to those included with Basic Calibrated Data will also be provided with the Browse Quali ty
Data.

Calibration uncertainties from the SSC MIPS data pipelines will decrease with time and are expected
to meet the full capabiliti es of the instrument (Section 1.3.1.3) and the Observatory. For planning
purposes, it is of value to observers to understand the initial level of uncertainty expected in the data
processing from a calibration standpoint. Early in the mission, the pipeline expectations (which
include expected initial flat field uncertainties) are as follows:

• 10% relative point source calibration within same AOR and from AOR to AOR.
• Emission structures extending over several array sizes (applies primarily to scan mapping),

and that fall within a single scan leg, will be preserved to about 10% of relative calibration.
• Absolute calibration will evolve towards lower uncertainty with time. The initial absolute

calibration should not be expected to be better than 20% to 30%.

This level of MIPS pipeline performance is contingent on proper observation design (one that takes
full advantage of the standard MIPS calibration), and a suitable target selection. Suitable target
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selection includes an assessment on the impact of the general background to be observed during the
observation, the MIPS saturation limits, and any bright sources that come within the MIPS fields of
view.

Pointing uncertainties will im prove with time as well . Immediately following In Orbit Checkout of
the Observatory absolute pointing knowledge of the focal plane array pixel centers based on the
Pointing Control System (current expectations) will be at least or better than:

• 24 µm will be about 1.4″, 1 σ  radial
• 70 µm will be about 1.7″, 1 σ  radial
• 160 µm will be about 3.9″, 1 σ  radial

From the science data frames themselves, refined pointing knowledge of sources must be based on
centroiding of objects visible in a MIPS image.  The uncertainties will depend on the signal-to-noise
ratio of those source detections and the related uncertainty in the centroids, and on the accuracy of
prior knowledge of the positions of some or all of the sources.  Uncertainty in relative positions
between sources (source offsets) can be much lower than those associated with absolute pointing
knowledge, for detections that can support this type of analysis.

As all types of calibration improve, the archive data will be processed to reflect the evolution.
Observers proposing for observations very early in the SIRTF mission need to consider this type of
calibration evolution while planning their data processing and analysis needs. However, all SIRTF
data will ultimately receive the best available processing and calibration from the pipelines, and the
MIPS data archive will have uniform uncertainties.


